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Abstract

Di�erent interval modal logics have been proposed

for reasoning about the temporal behaviour of digital

systems. Some of them are purely propositional and

only enable the speci�cation of qualitative time require-

ments. Others, such as ITL and the duration calculus,

are �rst order logics which support the expression of

quantitative, real-time requirements. These two logics

have in common the presence of a binary modal op-

erator `chop' interpreted as the action of splitting an

interval into two parts.

Proof systems for ITL or the duration calculus have

been proposed but little is known about their power.

This paper present completeness results for a variant

of ITL where `chop' is the only modal operator. We

consider several classes of models for ITL which make

di�erent assumptions about time and we construct a

complete and sound proof system for each class.

1 Introduction

Digital systems are increasingly used in applica-

tions where they interact with physical processes. In

these applications, systems often have to meet real-

time constraints: they have to react to events within

a prescribed time interval, to produce output before

a certain delay has elapsed, etc. In order to reason

about such real-time applications, quantitative as well

as qualitative time requirements have to be consid-

ered. For this purpose, various real-time temporal

logics have been proposed.

For example, several real-time extensions of linear

propositional temporal logic (PTL) are reviewed and

compared in [3]. Although these logics are substan-

tially more complex than ordinary PTL, some of them

conserve interesting properties such as decidability [3].

Similarly, real-time extensions of the branching time

logic CTL have been introduced [8] for which model

checking is decidable [2, 12].

In the above logics, formulas are interpreted over

states which represent instantaneous situations; time

points are the basic entities. Other formalisms adopt

a di�erent semantics and interpret formulas over inter-

vals of time [14, 10, 20]. Among such interval modal

logics, ITL [14] and more speci�cally the duration cal-

culus [6, 17] have been proposed for reasoning about

real-time systems. These two formalisms are �rst or-

der logics which incorporate a binary modal operator

(denoted by ;) interpreted as the operation of `chop-

ping' an interval into two parts: a formula (f ; g) is

satis�ed by an interval i if i can be split into two sub-

intervals j and j

0

as follows

j’j

i

with j satisfying f and j

0

satisfying g.

Di�erent deductive systems exist for both ITL [15]

and the duration calculus [11, 19] but little is known

about their power. However, close links between the

two logics have been established in [11]: a complete

proof system for a dense-timed ITL would yield a com-

plete deductive system for the duration calculus. In

the propositional case, complete axiomatizations have

been proposed for modal logics which contain the chop

operator [18, 16, 20]. Some of these logics are known

to be decidable [18]. Except for restricted fragments,

the duration calculus (and ITL) are not decidable [5].

This paper presents completeness results for �rst

order ITL, in a variant similar to the one used in [11]

which contains no other modal operator than chop

1

.

We consider several classes of models and we show how

a complete and sound proof system can be constructed

for each class.

First, we give a possible worlds semantics for ITL.

We de�ne an axiomatic system S adequate for a gen-

eral class C of models. The main interest of this result

is to provide a model construction technique which

can be applied to any extension of S.

1

Other modalities such as 2 (in all sub-intervals) or � (in

some sub-interval) can still be easily de�ned in terms of chop

(see [11] for example).



In a second part, we concentrate on interval models

similar to the traditional ITL models presented in [11,

15]. By making various assumptions about time and

about the operations available for expressing real-time

constraints, one can de�ne several classes of interval

models. Provided the assumptions can be expressed

in ordinary �rst order logic, a complete and sound ITL

deductive system can be devised for any such class of

models.

2 First order ITL

2.1 Syntax

A language for �rst order ITL with equality consists

of a denumerable collection of predicate and function

symbols. With each symbol is associated an arity;

predicate symbols of arity 0 are propositions and func-

tion symbols of arity 0 are constants.

In addition, we distinguish between 
exible and

rigid symbols (we use the terminology of [1, 9]). Rigid

symbols are intended to represent �xed entities, their

interpretation will be the same in all worlds or in-

tervals. On the contrary, 
exible symbols represent

entities which may vary for di�erent intervals. The

language includes at least one 
exible constant ` that

represents the length of intervals.

The vocabulary also includes variables, proposi-

tional connectives, the existential quanti�er, the sym-

bol `=', and a single modal operator `;' called chop.

The equality symbol is considered as a supplementary

rigid predicate symbol of arity 2.

Terms and atomic formulas are de�ned as in �rst

order logic with equality. The formation rules are the

following:

� any variable x and any constant a is a term,

� if t

1

; : : : ; t

n

are terms and � is a function symbol

of arity n > 0 then �(t

1

; : : : ; t

n

) is a term,

� any proposition p is an atomic formula,

� if t

1

; : : : ; t

n

are terms and � is a predicate sym-

bol of arity n > 0 then �(t

1

; : : : ; t

n

) is an atomic

formula.

Finally, formulas are obtained by the rules:

� any atomic formula is a formula,

� if f

1

and f

2

are formulas then (f

1

^ f

2

), (:f

1

),

(f

1

; f

2

) are formulas,

� if f is a formula and x a variable then (9x)f is a

formula.

The other usual connectives _, ), and ,, as well

as the universal quanti�er are introduced as abbrevi-

ations.

We say that a term or a formula is rigid if it does not

contain any 
exible symbol. In particular, variables

are rigid. A formula is said to be chop-free if it does

contain the chop connective.

2.2 Semantics

We adopt an approach similar to [20]. We give a

Kripke-style possible worlds semantics for ITL and we

consider the more traditional interval semantics as a

special case. In this section we present a general no-

tion of models and we introduce a re�nement which

imposes a constraint on the interpretation of the sym-

bol `. Interval models will be de�ned in section 4.

De�nition 1 A model for an ITL language L is a

quadruple (W;R;D; I) where

� W is a non-empty set of possible worlds and R a

ternary relation on W ,

� D is a non-empty set,

� I is a function which assigns to each symbol s of L

and each world w in W an interpretation I(s; w)

as follows:

{ if s is an n-ary function symbol, I(s; w) is a

function from D

n

to D,

{ if s is an n-ary predicate symbol, I(s; w) is

an n-ary relation on D,

and such that the interpretation of rigid symbols

is the same in all worlds.

The pair (W;R) is called the frame and the set D the

domain of the model.

Given a model M, a meaning is associated in each

world of W to every term and formula. This depends

on particular values assigned to variables. Under a

valuation v (a mapping which assigns a value to each

variable), v; w j= f denotes that a formula f is satis�ed

in a world w. We also write M; w j= f when the

model is not clear from the context. The valuation is

irrelevant and not written when f is a closed formula.

The semantics is de�ned by induction on terms and

formulas in a standard way, with R playing a role

similar to the binary accessibility relation in ordinary

modal logic [13]:

v; w j= (f ; g) i� there are w

1

; w

2

;

8

<

:

v; w

1

j= f

v; w

2

j= g

R(w

1

; w

2

; w):



We use a �xed-domain semantics; the domain D

does not change with worlds. As a consequence, and

since a valuation is �xed for all worlds, a variant

of Barcan formula [13] holds: formulas of the form

((9x)f ; g) ) (9x)(f ; g) and (g; (9x)f) ) (9x)(g; f)

are valid, provided x is not free in g.

Since it is intended to represent the length of inter-

vals, the 
exible symbol ` plays an essential role in the

logic. Various axioms will be introduced correspond-

ing to \natural" properties of length. An important

assumption is that two distinct pre�xes or su�xes of

an interval have di�erent lengths. Although no precise

notion of interval models has been given yet, we can

extend this constraint to possible worlds:

De�nition 2 A model M = (W;R;D; I) for a lan-

guage L is an S-model if for any worlds w, w

1

, w

2

, w

0

1

,

and w

0

2

of W such that R(w

1

; w

2

; w) and R(w

0

1

; w

0

2

; w),

� if I(`; w

1

) = I(`; w

0

1

) then w

2

= w

0

2

,

� if I(`; w

2

) = I(`; w

0

2

) then w

1

= w

0

1

.

The de�nition implies a single decomposition prop-

erty: if R(w

1

; w

2

; w) then there is no world w

0

1

other

than w

1

such that R(w

0

1

; w

2

; w) and there is no w

0

2

other than w

2

such that R(w

1

; w

0

2

; w).

3 A �rst proof system

3.1 The system S

We call S the deductive system which incorporates

the following modal axioms:

A1:

(f ; g) ^ :(f ;h)) (f ; g ^ :h)

(f ; g) ^ :(h; g)) (f ^ :h; g)

R:

(f ; g)) f if f is a rigid formula

(f ; g)) g if g is a rigid formula

B:

((9x)f ; g)) (9x)(f ; g) if x is not free in g

(f ; (9x)g)) (9x)(f ; g) if x is not free in f

L1:

(` = x; f)) :(` = x;:f)

(f ; ` = x)) :(:f ; ` = x)

and the following inference rules

MP:

f f ) g

g

, G:

f

(8x)f

,

N:

f

:(:f ; g)

and

f

:(g;:f)

,

Mono:

f ) g

(f ;h)) (g;h)

and

f ) g

(h; f)) (h; g)

.

MP and G are the usual rules of modus ponens and

generalisation, N and Mono are the necessitation and

monotonicity rules, respectively,

In addition, S contains �rst order and propositional

axioms and the axioms of identity. These can be taken

as in any complete system for �rst order logic except

for some restrictions on the instantiation of quanti�ed

formulas. We can use the following axiom

Q: f(t)) (9x)f(x);

with the constraint that t must be free for x in f(x)

and that, in addition, either f(x) is chop-free or t is

a rigid term. The latter restrictions prevent the sub-

stitution of a 
exible term which may denote di�erent

entities in di�erent contexts by a variable which rep-

resents a single, global object.

3.2 Soundness

It is easy to check that any instance of the three

axioms A1, R and B is valid. R simply says that the

truth or falsity of rigid formulas is the same in any

world of a model and B is Barcan formula translated to

ITL. Similarly, the inference rules all preserve validity.

Axiom L1 is not valid in general but it is in the

class C of S-models. This follows immediately from

de�nition 2. Globally, the axiomatic system S is then

sound for the class C: for any formula f , if `

S

f then

f is valid in C. In the next section, we show that S is

also complete for this class.

3.3 Completeness

Let L be an arbitrary ITL-language. We have to

show that any sentence f of L such that :f is not

provable by S is satis�ed by an S-model. In its broad

lines, the construction follows [1, 9].

Consistent and maximal consistent sets of sentences

are de�ned in a standard way [13]. A set � of sen-

tences of L is consistent if there is no �nite subset

ff

1

; : : : ; f

n

g of � such that `

S

:(f

1

^ : : : ^ f

n

). If in

addition, for any sentence f , � contains one of f and

:f then � is maximal consistent . For arbitrary sets

of sentences �

1

and �

2

, we also de�ne

�

1

� �

2

= f(f ; g) j f 2 �

1

; g 2 �

2

g:

We denote by L

+

a new ITL language obtained by

adding to L an in�nite set of rigid constants B =

fb

0

; b

1

; : : :g not already in L. A set � of sentences of

L

+

is said to have witnesses in B if for every sentence

(9x)f(x) of �, there is a b

j

in B such that f(b

j

) 2 �.

Assume � is a consistent set of sentences of L. By

a classic construction, it is possible to obtain a set �

?



of sentences of L

+

such that � � �

?

, �

?

is maximal

consistent and �

?

has witnesses in B [4, 7].

Let � be the set of all rigid sentences of �

?

and �

be the equivalence relation on B de�ned by

b

i

� b

j

i� (b

i

= b

j

) 2 �:

A model M based on � and � can be constructed

which will satisfy �.

� The worlds are the maximal consistent sets � of

L

+

such that � � � and � has witnesses in B.

� The relation R is de�ned by: R(�

1

;�

2

;�) i�

�

1

��

2

� �.

� The domain is the set of equivalence classes of �.

The interpretation of a symbol s of L

+

in a world �

is de�ned as in [4] by the two following rules, where

[b] denotes the equivalence class of a constant b of B.

� If s is a function symbol of arity n then for any

constant b

i

1

; : : : ; b

i

n

and b

j

of B, we have

I(s;�)([b

i

1

]; : : : ; [b

i

n

]) = [b

j

]

if and only if the sentence (s(b

i

1

; : : : ; b

i

n

) = b

j

) is

in the set �.

� If s is a proposition symbol, we have

I(s;�)([b

i

1

]; : : : ; [b

i

n

])

if and only if the sentence s(b

i

1

; : : : ; b

i

n

) is in �.

The fact that � � � ensures that the interpretation

of rigid symbols is the same in all worlds, hence M is

a model in the sense of de�nition 1. The presence of

L1 also implies the following proposition.

Proposition 3 M is an S-model.

Proof: We only check the �rst condition of de�-

nition 2; the other case is symmetrical. Assume

R(�

1

;�

2

;�), R(�

0

1

;�

0

2

;�) and I(`;�

1

) = I(`;�

0

1

).

By construction of I and the axioms of identity, there

is a constant b

i

of B such that (` = b

i

) 2 �

1

and

(` = b

i

) 2 �

0

1

. If f 2 �

2

then (` = b

i

; f) is in �.

By axiom L1, this implies that :(` = b

i

;:f) is also in

� and it follows that (:f) 62 �

0

2

. Then f 2 �

0

2

and

�

0

2

� �

2

. By symmetry we obtain �

2

= �

0

2

. 2

It remains to verify that M actually satis�es �.

This is a consequence of the following theorem.

Theorem 4 For any world � of M and any sentence

f of L

+

, � j= f i� f 2 �.

The proof is by induction on f ; details can be found

in [7]. The only di�culty is to show that, if a sentence

(f ; g) is in a set � ofW , there are two worlds �

1

, and

�

2

such that f 2 �

1

, g 2 �

2

, and �

1

��

2

� �. For

this, we introduce the notations

b

� = ff

1

^ : : : ^ f

k

j f

1

2 �; : : : ; f

k

2 �g;

� = fg j `

S

(f ) g) for some f 2

b

�g;

and the following lemma.

Lemma 5 If � is maximal consistent and

b

�

1

�

b

�

2

� �

then there are two maximal consistent sets �

?

1

and �

?

2

such that: �

1

� �

?

1

, �

2

� �

?

2

, and �

?

1

� �

?

2

� �.

Proof: The idea is that �

?

1

must contain all sentences

:f such that for some g 2 �

?

2

, :(f ; g) 2 �, and sym-

metrically for �

?

2

. Axioms A1 and rules Mono and N

are su�cient to show that the following construction

gives two such sets [7].

Sets �

(n)

1

and �

(n)

2

(n 2 N) are de�ned recursively

by �

(0)

1

= �

1

, �

(0)

2

= �

2

, and

� for n even,

�

(n+1)

1

= �

(n)

1

[ f:f j :(f ; g) 2 �; g 2 �

(n)

2

g

�

(n+1)

2

= �

(n)

2

;

� for n odd,

�

(n+1)

1

= �

(n)

1

;

�

(n+1)

2

= �

(n)

2

[ f:g j :(f ; g) 2 �; f 2 �

(n)

1

g:

It can be shown by induction that �

(n)

1

� �

(n)

2

� �

for any n. Let �

+

1

and �

+

2

be the unions of the sets

�

(n)

1

and �

(n)

2

, respectively. We still have �

+

1

��

+

2

� �

and this implies that �

+

1

and �

+

2

are consistent. �

+

1

can then be extended to a maximal consistent set �

?

1

and �

?

2

can be taken to be any maximal consistent

extension of �

+

2

[ f:g j :(f ; g) 2 �; f 2 �

?

1

g. 2

Now, if � is a world ofM and (f ; g) 2 �, there are

two constants b

i

and b

j

such that (f^` = b

i

; g^` = b

j

)

is in � (by construction of M). The lemma can be

applied with � = �, �

1

= ff; ` = b

i

g; and �

2

=

fg; ` = b

j

g; this gives two sets �

1

= �

?

1

and �

2

= �

?

2

such that f 2 �

1

, g 2 �

2

and �

1

� �

2

2 �. The

rigidity axiom R ensures that � � �

1

and � � �

2

;



axioms B and L1 imply that �

1

and �

2

have witnesses

in B: �

1

and �

2

are two worlds of M (see [7]).

We conclude by the following completeness theo-

rem.

Theorem 6 Any sentence valid in C is provable by S.

Proof: If f is not provable by S then the set � =

f:fg is consistent. Applying the model construction

sketched above yields an S-model M which satis�es

�, hence f is not valid in C. 2

4 Reasoning about time intervals

4.1 Interval models

The axiomatic system S is adequate for the class

C of models. However, the notion of S-models does

not capture all the properties one can expect of time

intervals. Except for the property of unique decom-

position, no particular assumption has been made on

the structure of the set of worldsW or the accessibility

relation R of S-models. Yet we are mainly interested

in models where W can be interpreted as a set of in-

tervals and R represents the operation of chopping an

interval in two parts. Such models can be de�ned as

follows.

De�nition 7 An S-model M = (W;R;D; I) is called

an interval model if there is a set T , totally ordered by

a relation 6, such that

� W is the set of pairs (t; t

0

) of elements of T such

that t 6 t

0

(we denote these pairs by [t; t

0

]),

� for any [t

1

; t

0

1

], [t

2

; t

0

2

] and [t; t

0

] of W ,

R([t

1

; t

0

1

]; [t

2

; t

0

2

]; [t; t

0

]) i� t = t

1

; t

0

1

= t

2

; t

0

2

= t

0

:

Informally, T is the underlying representation of time

(we always assume linear time) and [t; t

0

] is the interval

of time which begins at t and ends at t

0

. The relationR

corresponds to splitting intervals as expected and the

satisfaction rule for chop formulas can be rewritten

v; [t; t

0

] j= (f ; g) i� there is u 2 T;

8

<

:

v; [t; u] j= f

v; [u; t

0

] j= g

t 6 u 6 t

0

:

So, (f ; g) is satis�ed by an interval [t; t

0

] if f is true in

some initial sub-interval and g in the rest of [t; t

0

].

The traditional semantics of ITL or the duration

calculus [11, 15] does not mention possible worlds or

accessibility relations but is given directly in terms

of intervals, usually with a �xed time representation

(T = R

+

or T = N). We do not make such an as-

sumption; T may be any linearly ordered set.

It is also customary to interpret the length of an

interval [t; t

0

] as the quantity (t

0

� t). This implies

that { like the temporal representation { the domain

of interval models is �xed a priori : usually D = R or

D = N. We adopt a more abstract point of view. The

domainD is not de�ned explicitly but is described by a

set of �rst order axioms. A particular choice for these

axioms de�nes a class of domains D and a sub-class

of intervals models.

Axiomatizations ofD require the presence of a min-

imal set of rigid symbols in the language L. These

symbols are used for expressing real-time, quantita-

tive aspects as relations between the length of di�erent

intervals. Addition and comparison are clearly fun-

damental operations and it is also desirable to speak

of point intervals of the form [t; t]. We call interval

languages the ITL-languages used for reasoning about

time intervals. As a minimum, we require that such

languages contain the rigid functional symbol + and

the rigid constant 0.

4.2 Axiomatizations

We can now extend the system S in order to deal

with interval models. We �rst add the following ax-

ioms (taken from [11, 6]):

A2:
((f ; g);h), (f ; (g;h))

L2:
` = x+ y , (` = x; ` = y)

L3:

f ) (f ; ` = 0)

f ) (` = 0; f).

A2 is valid in interval models, i.e. chop is associative.

L2 is the additivity of lengths: the sum of the length

of [t; t

0

] and [t

0

; t

00

] is the length of [t; t

00

]. L3 says that

an interval can always be split into itself and a point

interval (of length 0). L2 also introduces a strong link

between the underlying time representation T and the

domain D; properties of D will induce properties of T .

Proof systems for various classes of interval models

can then be obtained by adding �rst order axioms for

D. Several choices are possible, a minimal one is the

following:

D1:
(x+ y) + z = x+ (y + z)

D2:
x+ y = y + x

D3:
x+ 0 = x

D4:
x+ y = x+ z ) y = z

D5:
x+ y = 0) x = 0 ^ y = 0

D6:
(9z)(x+ z = y _ y + z = x):



This is consistent with traditional semantics where du-

rations are either positive reals or natural numbers

[6, 11, 15]. These axioms also imply that the relation

6 de�ned by the �rst order formula

x 6 y , (9z)(x+ z = y)

is a total order and that 0 is its smallest element.

More generally, we can assume that properties of

D are given by a �rst order theory T in a language

L

0

which contains at least the two symbols + and

0. Then L

0

can be expanded to an ITL-language L:

the symbols of L

0

become rigid symbols in L and L

contains at least the 
exible constant `. An ITL proof

system S

T

in the language L can be constructed as

an extension of T : the axioms and inference rules of

S

T

are those of S plus A2, L2, L3, and the �rst order

axioms of T .

We can then associate with the �rst order theory T

a sub-class C

T

of interval models: an interval model

M is in C

T

if all the axioms of S

T

are valid in M.

Provided T is consistent and the formulas D1 to D6

are theorems of T the class C

T

is non-empty: T pos-

sesses a �rst order model D and an interval model M

can be constructed where D is both the domain and

the time representation (T = D). Hence in this case,

S

T

is consistent too.

Interesting classes of models can be de�ned by

choosing T adequately. Due to the presence of axiom

L2, assumptions about time can be indirectly speci�ed

as properties of the addition. For example, by taking

T to be the theory de�ned by D1{D6 together with

the axiom

x 6= 0) (9y)(9z)(x = y + z ^ y 6= 0 ^ z 6= 0);

one obtains a class S

T

of dense-timed interval models.

4.3 Completeness

Under the previous assumptions (T is consistent

and D1{D6 are theorems of T ) the system S

T

is sound

for C

T

by construction. In this section, we show that

S

T

is also complete. As before, the principle is to

construct, for any set of sentences � consistent with

respect to S

T

, an interval model M where � is satis-

�ed.

Since S

T

extends S, we can apply the model con-

struction of section 3.3. This gives an S-model M

0

=

(W

0

; R

0

; D

0

; I

0

) of �. Every theorem of S

T

is valid in

M

0

but M

0

is not an interval model. The main step

is then to derive fromM

0

an interval modelM which

still satis�es �.

By construction, worlds of M

0

are sets of sen-

tences which are maximal consistent with respect to

S

T

. If �

1

, �

2

and � are three such worlds, then

R(�

1

;�

2

;�) holds whenever �

1

��

2

� �. We also

know that there is a world �

0

ofW

0

such that � � �

0

,

and that � is satis�ed in �

0

.

In order to obtain the interval model M, we have

to de�ne a totally ordered set T used as a time rep-

resentation. A possible construction is to de�ne T as

the set of pairs (�

1

;�

2

) of worlds of M

0

such that

�

1

��

2

� �

0

. A relation 6 can then be de�ned on T

by setting

(�

1

;�

2

) 6 (�

0

1

;�

0

2

)

whenever there are b

i

and b

j

in B such that

(` = b

i

) 2 �

1

and (` = b

i

+ b

j

) 2 �

0

1

:

The validity of D1{D6 inM

0

implies that 6 is a total

order.

The following property is fundamental in the con-

struction of M.

Proposition 8 Given two elements u = (�

1

;�

2

)

and u

0

= (�

0

1

;�

0

2

) of T with u 6 u

0

, there is a unique

world �

[u;u

0

]

of M

0

such that

�

1

��

[u;u

0

]

� �

0

1

and �

[u;u

0

]

��

0

2

� �

2

:

Proof: There are two constants b

i

and b

j

in B such

that (` = b

i

) 2 �

1

and (` = b

i

+ b

j

) 2 �

0

1

. The

idea is to show that the set of sentences given below

is consistent:

A = f` = b

j

g

[ f:gj:(f ; g) 2 �

0

1

; f 2 �

1

g

[ f:f j:(f ; g) 2 �

2

; g 2 �

0

2

g:

This follows from axioms L1{L2 and A1{A2 (see [7]).

Let �

[u;u

0

]

be a maximal consistent extension of

A. Consider two sentences f of �

1

and g of �

[u;u

0

]

.

Assume :(f ; g) is in �

0

1

then :g is in A by construc-

tion and this yields a contradiction. Hence we must

have (f ; g) 2 �

0

1

and �

1

� �

[u;u

0

]

� �

0

1

. Similarly,

�

[u;u

0

]

��

0

2

� �

2

.

Axioms R and B ensure that �

[u;u

0

]

is a world of

M

0

. Uniqueness is due to the fact that M

0

is an

S-model. 2

Informally, the situation can be depicted as follows:

u�

1

�

2

�

0

�

[u;u

0

]

�

0

2

u

0

�

0

1



The last proposition allows us to construct the in-

terval model M = (W;R;D; I):

� W and R are obtained from the time representa-

tion T as indicated in de�nition 7.

� The domain D is equal to the domain D

0

ofM

0

.

� The interpretation function I is de�ned by

I(s; [u; u

0

]) = I

0

(s;�

[u;u

0

]

);

for every symbol s in the language.

The de�nition of I implies that an atomic formula f

is satis�ed in the interval [u; u

0

] of M if and only if it

is satis�ed in the world �

[u;u

0

]

of M

0

. This property

generalizes to arbitrary sentences.

Proposition 9 Let [u; u

0

] be an interval of M and f

a sentence of L

+

then

M; [u; u

0

] j= f i� M

0

;�

[u;u

0

]

j= f:

The proof is by induction on f and relies, for chop

formulas, on the following lemmas [7].

Lemma 10 Given three elements u; u

0

; u

00

of T such

that u 6 u

0

6 u

00

, �

[u;u

0

]

��

[u

0

;u

00

]

� �

[u;u

00

]

.

Lemma 11 Let [u; u

00

] be an interval of W and �

1

and �

2

be two worlds of M

0

such that �

1

� �

2

�

�

[u;u

00

]

then there is an element u

0

of T such that

u 6 u

0

6 u

00

; �

[u;u

0

]

= �

1

; and �

[u

0

;u

00

]

= �

2

:

In order to check that � is satis�ed inM, it remains

to �nd an interval [u; u

0

] in W such that �

[u;u

0

]

= �

0

.

Using axioms L3 and L1, it can be shown that there

are two worlds �

1

and �

2

which contain the sentence

(` = 0) and such that

�

1

��

0

� �

0

and �

0

��

2

� �

0

:

Then the two pairs u = (�

1

;�

0

) and u

0

= (�

0

;�

2

)

belong to T and �

[u;u

0

]

= �

0

.

This allows us to conclude by the completeness the-

orem for S

T

.

Theorem 12 If a sentence f is valid in the class of

interval models C

T

then f is provable by S

T

.

Proof: If f is not provable by S

T

the set � = f:fg

is consistent with respect to S

T

. As indicated above,

there is an S-model M

0

of � in which all the axioms

of S

T

are valid. Let M be the interval model derived

fromM

0

. By proposition 9, the axioms of S

T

are also

valid inM and by the preceding remark, � is satis�ed

in M. Hence f is not valid in C

T

. 2

5 Conclusion

Complete axiomatic systems for di�erent classes of

ITL models can be obtained using the construction

presented in this paper. The result is based on ax-

iomatizations for interval models obtained as exten-

sions of �rst order theories. Di�erent proof systems

are obtained by varying the �rst order axioms describ-

ing properties of D, the modal axioms being �xed.

However, the main completeness result (theorem 12)

immediately generalizes to other proof systems where

new modal axioms are introduced. The result holds

as long as A1{A2 and L1{L3 are theorems.

The technique is then quite general and we hope

to extend it to the duration calculus [6, 11, 17]. This

requires a new form of models involving a state repre-

sented as a collection of functions from T to a boolean

domain and a generalization of the notion of duration

of a state.

The results obtained do not guarantee completeness

for standard models of ITL or the duration calculus.

These models assume a particular time domain T and

we do not know whether a complete �rst order theory

T of T would extend to a complete ITL system S

T

for

standard models.

However, we can obtain complete proof systems for

reasonably interesting classes, such as the general class

of interval models or interval models in dense time.

Also, complete and sound proof systems for a class of

models relying on a notion of states as in [15] or [18]

can be obtained easily [7]. This can con�rm the prac-

tical interest of the various proof systems presented in

the literature [6, 11, 15].

Another result can be derived by generalizing the-

orem 12. Many formalisms for reasoning about real-

time systems adopt the assumption of �nite variabil-

ity: the state of a system cannot change in�nitely of-

ten in a �nite period of time. An important, though

not surprising, result is that �nite variability cannot

be axiomatized in �rst order ITL. This is a conse-

quence of a compactness theorem for ITL which is a

simple extension of theorem 12 [7].
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