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Abstract

The Symbolic Analysis Laboratory (SAL) is a set of tools for the specification, exploration, and veri-
fication of state-transition systems. SAL includes symbolic model-checking tools based on solvers and
decision procedures for linear arithmetic, uninterpreted functions, and propositional logic, among others.
This enables the analysis of a variety of infinite-state systems. In particular, SAL can be used to model
and verify timed systems, which combine real-valued and discrete state variables.

This document reports on several examples and experiments in modeling and verification of timed
system in SAL. Diferent specification approaches are presented and compared, from a direct encoding of
traditional timed automata to a novel modeling method based on event calendars. We present verification
techniques that rely on induction and abstraction, and show how these techniquésiardlg supported
by the SAL symbolic model-checking tools.
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Chapter 1

Introduction

SAL, the Symbolic Analysis Laboratory [BGIOQ], is a framework for the specification and analysis of
concurrent systems. SAL is intended to combirfeedént tools for abstraction, program analysis, theorem
proving, and model checking toward the calculation of properties (symbolic analysis) of transition sys-
tems. SAL complements the PVS verification system by providing more automated forms of analysis of
systems that can be specified as transition relations/(see [For03] for a description of SAL and a discussion
of its relation to other SRI tools). SAL supports a relatively abstract and high-level specification language
that includes many of the types and constructs found in PVS, and this allows for specifying systems and
their properties in a convenient and succinct manner. The SAL language is not restricted to finite state
systems and supports infinite types such as the reals, the integers, or recursive data types.

The current SAL environment includes tools for constructing and checking the well-formedness of
specifications, an interactive simulator, and several model checkers [dBMDRIn particular SAL in-
cludes a tool that performs bounded model checking of infinite-state systems. This model checker relies
on a solver for deciding the validity of logical formulas that can mix linear arithmetic, equalities with un-
interpreted function symbols, and propositional logic. The default solver used by SAL i5 ICS [FORSO01],
which integrates a SAT solver and decision procedures for a combination of logical theories. The theories
decided by ICS include linear arithmetic over reals and integers, equality with uninterpreted function sym-
bols, and others. The SAL bounded model checker can also use other solvers provided they can decide
the appropriate logical theories.

Many formalisms have been proposed for modeling and verifying real-time systems. Examples in-
clude diferent types of timed transition systems [AD94, KPSY93,HV|P94, V91, MMT91, JM94], timed
process algebras [MTE0, NS94, D$95], and real-time logics [CHR91, AH93, FMS88], among others. All
these formalisms have in common the ability to specify and analyze infinite state-transition systems where
delays are modeled via numerical variables that range over the reals or the integers. Since the SAL tools
can reason about systems that mix real-valued and discrete variables, SAL is a natural candidate for the
specification of real-time systems. This document examines several examples and their specification and
analysis using the SAL tools. Because SAL has a rich language, it can support rf@ngndimod-
eling approaches. We present and compare several possible approaches, and discuss their benefits and
applicability to several types of real-time systems.

Chapter[ 2 considers the encoding in SAL of an existing formalism, namely, timed automata. It
presents a translation of timed-automata models into SAL state-transition systems, and shows how the
SAL infinite-state bounded model checker can be applied to the verification of such systems. The ap-
proach is illustrated on a simple train-gate controller introduced in [Alu91]. This approach works well
as long as one is concerned with safety properties, but not so well if one is interested in liveness. Be-



cause SAL is intended for the modeling and analysis of discrete transition systems, not for systems with
continuous dynamics, it is flicult to accurately capture the semantics of timed automata in SAL.

Chapter$ B and] 4 introduce new classes of timed transition systems that do not require continuously
varying clocks and are then better suited to SAL. The inspiration for these models is the concept of
event calendarthat has been used for decades in computer simulation of discrete-event systems. Unlike
clocks, which measure delays since the occurrence of past events, a calendar stores information about
future events and the time at which they are scheduled to occur. This provides a simple mechanism for
modeling time progress: time always advance to the next event in the calendar, that is, to the time where
the next discrete transition is enabled. This solves the méicuty encountered when encoding timed
automata via transition systems, namely ensuring maximal time progress.

Chapter B considers a first class of models that relytimeouts This formalism is applied to a
classic example of real-time systems, Fischer's mutual exclusion protocol. We prove the correctness of
the protocol via a sequence of lemmas, all of which can be proved automatically by SAL's bounded model
checker. We also show how the train-gate controller can be formalized using timeout automata.

A second class of timed transition systems is defined in Chppter 4. It extends timeout automata by
addingevent calendato model inter-process communication. This model is applied to a more substantial
example of real-time system, based on the fault-tolerant TTA startup protocol. A new verification tech-
nigue is also presented that relies on a form of abstraction. This technique uses bounded model checking
for automatically proving that an abstraction is correct, and proviflasent automation to support a
proof method based on disjunctive invariants proposed by Rushby [Rus00].

The presentation assumes some familiarity with the SAL language and tools. An overview of the
main aspects of SAL relevant to our examples is given in Appgnplix A. More complete descriptions of the
language and tools are available via the SAL web sitecap: //sal.csl.sri.com/.


http://sal.csl.sri.com/

Chapter 2

Timed Automata in SAL

Timed automata [AD94] are one of the most widely used models of real-timed systems. This chapter
discusses the translation of timed automata in SAL, and the verification of safety properties using the
SAL infinite-state bounded model checker.

2.1 Timed Automata

Timed Automata|[AD94] are state-transition graphs augmented with a finite set of real-valued variables
calledclocks The states of the transition graphs are cafledtrol locationsor simply locations The

full state of a timed automaton consists of its current control location and the values of all its clocks.
Since the clocks are real-valued, timed automata have an infinite state space. A run of a timed automaton
is the interleaving of two types of state transitiofiscrete transitionsave zero duration; they update

the control location and may reset some of the clockisie-progress transitionsiodel the continuous
evolution of the clocks as time passes. At a discrete transition, clocks keep their value or are reset to zero.
During a time-progress transition, all the clocks increase at a uniform rate but the control location remains
unchanged. States of the control graph and transition guards may be labeled with clock constraints, which
determine when discrete transitions may occur.

Figurg 2.1 shows a simple system built as the synchronous composition of three timed automata. The
example, originally introduced in [Alu91], models a railway-crossing system that consists of a train, a
gate, and a controller. The edges represent discrete transitions that change the control locations of each
component. All transitions are labeled by events (eagproach exit, or lower), and optionally by a
clock constraint and by one or more clock-reset actions. For example, theapmoachchanges the
train location fromty to t;, and sets clock to zero. The transition frorty to t; is labeled by the clock
constraintx > 2, which means that the transition may be taken onlyig larger than 2. During time-
progress transitions, the system locations do not change but the three xlgcksdz increase by the
same amount. Some locations suchjaare labeled with a clock constraint tarcation invariant The
invariant constrains how long the system may stay in the location. For example, the train component may
remain in locatiort; as long as the invariant< 5 is satisfied.

Informally, the train component specifies that the exagtroachmust occur at least two time units
before the train enters the crossing (which is symbolized by the occurrence ofieyesnd that the
delay between the train signaling approachand itsexit is at most five time units. Similarly, the con-
troller component specifies that the commamder must be issued exactly one time unit after the event
approach and thatraise must be issued at most one time unit a&it The gate component specifies
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Figure 2.1: Train gate controller.

delays for lowering or raising the barriers. It takes at most one time unit for the barriers to close after the
commandower is issued by the controller, and between one and two time units for the barriers to open
after the commandaiseis sent.

The components function mainly on their own and communicate with each other only to perform spe-
cific tasks related to the crossing. This communication is modeled by letting the components synchronize
on common events. The train and the controller components must synchronize on theappesdsh
andexit, while the controller and the gate synchronizel@mmer andraise

Timed automata are one of the most successful formalisms for real-time system verification because
model checking timed automata is decidable. Given a timed automaton and a property expressed in
a timed logic such as TCTL [ACD90] of, [HNSY94], algorithms exist to automatically answer the
question “does this timed automaton satisfy the given property?”. The fundamental graph-theoretic model
checking algorithm by Alur, Courcoubetis, and Djll [ACD90] constructs a finite quotient, the so-called
region graph of the infinite state graph. Algorithms directly based on the explicit construction of this
quotient are rarelyf&cient in practice, since the number of equivalence classes of states of the region
graph grows exponentially with the largest time constant and the number of clocks. Better algorithms use
symbolic representations of the region graph obtained by characterizing regions as Boolean combinations
of linear inequalities over clocks [HNSYP4]. Tools specialized to the verification of timed automata —
such as Uppaal [LPY97], Kronos [DOTYP6], HyTech [HHWT97], and Ternipo [Sor01] — employ these
algorithms.



2.2 Translation to SAL

We now investigate a translation of timed automata to SAL, and the verification of properties using the
SAL model-checking tools. The approach is illustrated using the train-gate-controller example of Fig-
ure[2.] and follows closely the method proposed in [Sor02]. The translation attempts to preserve the
structure of the example as much as possible: The three components are modeled as base SAL modules
and the full system is the composition of these three modules.

Constructing this composition in SAL requires some care, as none of SAL's composition operators
exactly matches the product of timed automata. The SAL language is designed for the specification of
unlabeledstate-transition systems that communicate via common state variables, while timed automata
arelabeledtransition systems that communicate by synchronizing on comgments For example, in
Figure[2.1, discrete transitions suchiasor out are performed asynchronously. They cause the train
component to change its control location but the other two components do nothing. The other discrete
transitions are performed simultaneously by two components while the other is idle. On the other hand,
during any time-progress transition, time advances by the same amount for all three components. Time-
progress transitions are then performed synchronously by all components.

SAL allows one to compose state-transition systems either synchronously or asynchronously. In a
synchronous composition, all components perform all transitions simultaneously, in locked steps. In an
asynchronous composition, only one component performs a transition at a time while the others stay idle.
The two types of composition can be mixed to build complex systems from base modules. For example,
one may combine two SAL modules asynchronously and compose the result synchronously with another
module. However, neither operation exactly fits the product of timed automata.

2.2.1 Synchronizer

Our solution is to adjoin a synchronizer component to the timed automata. The composititimefl
automataMy, ..., My is modeled in SAL as the synchronous compositiom aiodulesMy, ..., M, and

a synchronize6. At each step, the output variables of the synchronizer determine the type of transition
to be performed — either a time-progress or a discrete transition. Each timed autdvhateceives

these variables as input. On a time-progress transition, the synchronizer outputs & deldgveryM;
increases its local clocks by Time increases then by the same amount for all timed automata. On a
discrete transition, the synchronizer outputs a label that specifies which action must be taken. Actions that
require synchronization between two or more components are performed jointly by these components,
while the others execute an idle step. Actions local to a compdvigate executed biy; alone while the

other components synchronously perform an idle step.

The synchronizer for the train-gate-controller example is the modtdasition_module shown in
Figure[Z2.2. The figure also shows the definitiorlT@#E and the enumerated types that represent actions
and transition types. Since we use a dense-time model, time is represented by the reals. ACEIGpe
contains all the actions performed by the three components of Higdre 2.1. Thertypei tionType
contains two entriesregular denotes a discrete step, where time does not elapse, ethitse specifies
a time-progress step.

The functionnext_trans_type switches between discrete and time-progress transitions and is used
by transition_module to alternate between time progress and discrete steps. This strict alternation
between the two transition types is not absolutely necessary but it has the advantage of preventing con-
secutive time-progress steps from occurring. This considerably improves performance during analysis via
bounded model checking, and has other advantages discussed in Se¢tion 2.4.

Apart from the alternation betweeregular and elapse, the synchronizer is completely non-
deterministic. At each step, it may select an arbitrary action or let time advance by any non-negative



tgc: CONTEXT =
BEGIN

TIME: TYPE = REAL;
ACTION: TYPE = {approach, in, out, exit, lower, down, raise, up};
TransitionType : TYPE = {regular, elapse};

next_trans_type(t: TransitionType): TransitionType =
IF t = regular THEN elapse ELSE regular ENDIF;

transition_module: MODULE =
BEGIN
OUTPUT
delta: REAL,
action: ACTION,
trans: TransitionType
TRANSITION
delta’ IN { x : REAL | x >= 0 };
action’ IN { approach, in, out, exit, lower, down, raise, up };
trans’ = next_trans_type(trans)
END;

ENb.-
Figure 2.2: Synchronizer for the Train Gate Controller

values. Oncetransition_module is composed synchronously with other SAL modules, the latter can
restrict the set of possible actions, or constrain the range of possible valuées for

2.2.2 Base Modules

Each component of the train-gate-controller example is specified as a base SAL module. To illustrate the
translation, we consider the train component. The possible control location of the corresponding module
are defined via the following enumeration type:

T_STATE: TYPE = {t0,tl,t2,t3};

The input variables of therain module are as follows.

train : MODULE =
BEGIN
INPUT
delta: TIME,
action: ACTION,
trans: TransitionType

The input variableslelta, action, andtrans are the output variables afransition_module. They
control which type of transitions therain module performs at each step.

Local variables represent the control location and clocks of the timed automaton. For example, the
clock of the train module is represented by a real-valued varialled its control location by the local
variablet_state. Initially the train is in locationt® and the value of the clockis zero.

10



LOCAL
t_state: T_STATE,
x : TIME
INITIALIZATION
t_state = t0;
x=0

The remainder of the SAL specification defines discrete and timed-progress transitions. The main
issue is to make sure that theain module and the synchronizer component interact properly. To prevent
deadlocks;train must specify the discrete events it accepts in every location, and it must also control
how far time can advance when a time-progress step is taken.

For exampleapproach is the only discrete event thatain can accept in location®; the occurrence
of eventsin, out, orexit while the train is int® would cause a deadlock. In SAL, the events are selected
non-deterministically by the synchronizeransition_module and are received byrain on its input
variableaction. The specification must then ensure that this variable has a value otheirtheut,
andexit if the train location ist®. This requirement is not ensured by the synchronizer, but because
train andtransition_module are composed synchronously, theain module can specify the values
of action it accepts.

A subtlety is thataction, like any other module variable in SAL, is a state variable. At the start
of a discrete transition, variabkection has a current value. This value is what it is, andiin cannot
constrain it. On the other handrain can impose constraints on the vakuetion will have in the next
state, that is, oaction’. This enablesrain to refuse certain events. For example, by making sure that
no discrete transition is enabled wherstate = t® andaction’ is equal to eitheiin, out, or exit,
the train module prevents the occurrence of these events when it is in loaation

TRANSITION
[ tO_tl:
trans’ = regular AND t_state = tO® AND action’ = approach -->
t_state’ = tl;
x’ =0
[1 tl_t2:
trans’ = regular AND t_state = tl AND action’ = in AND x > 2 -->
t_state’ = t2
[1 t2_t3:
trans’ = regular AND t_state = t2 AND action’ = out -->
t_state’ = t3
[1 t3_t0:

trans’ = regular AND t_state = t3 AND action’ = exit -->
t_state’ = t@

Figure 2.3: Discrete Transitions in SAL

The SAL specification of the discrete steps of the train automaton of Higdre 2.1 follows these general
principles. In addition to constraints aetion’, one must also ensure that discrete transitions are enabled
only whentrans’ is equal taregular. This guarantees tharain does not perform a discrete transition
while the other modules perform a time-progress step. The discrete transitions are specified as shown in
Figure[2.B. Each guarded command in the figure encodes a discrete transition of the timed automaton.
Clock constraints are specified in the guards, and each transition updates the control locstiote
and possibly resets the clogk

11



The time-progress transitions are specified in the same manner, butdtia module must also
constrain how far time can advance. This is necessary to make sure that location invariants are not violated.
For example, let us assume that the train is in locatipwith the clockx equal to some real number
From such a state, a time-progress transition of duratiteads to the statd;( « + §). By the location
invariant associated with, the train must leavg beforex becomes larger than 5 (cf. Figlire]2.1). Thus, a
time-progress transition taken from state ¢) must be such that+5 < 5. As previously, this is specified
in SAL via constraints orelta’.

The constraints induced by the location invariants and ffezeof the time-progress transition on the
clock x are specified as follows.

[1 delay_train:

trans’ = elapse AND

(t_state = tl => x + delta’ <= 5) AND
(t_state = t2 => x + delta’ <= 5) AND
(t_state = t3 => x + delta’ <= 5) -->

X

= X + delta’

This time-progress transition for therain module advances the train’s clogkby delta’. The three
invariant associated with locationg, t2, andt3 are specified in the guard. As a result the transition is
enabled only ifx+delta’ satisfies the current location invariant.

To complete thecrain module, one must add an idle transition that encodes inactivity. This transi-
tion is taken when the other two components perform a discrete step on an action that does not require
participation of the train:

[] skip_train:
trans’ /= elapse AND
NOT (action’ = approach OR action’ = in OR
action’ = out OR action’ exit) -->
X

x’ =

2.2.3 Full System

The gate and controller are encoded in the same way as the train component, as shown in Agpendix B. The
entire system is specified as the synchronous composition atthien, gate, andcontroller modules,
together with thecransition_module.

system: MODULE =
transition_module || train || gate || controller;

2.3 Example Verifications

The specification of the train-gate-controller system is now complete. The safety property we wish to
check says that the gate should be closed whenever the train is in the crossing. This is specified as
follows:

safe: LEMMA system |- G(t_state = t2 => g_state = g2);

The symbolG represents thalwaysmodality of linear temporal logic.
As a first example of analysis, we run the infinite-state bounded model chegkeinf-bmc to
search for counterexamples to propestyfe:

12



sal-inf-bmc -d 1 -v 1 tgc safe

no counterexample between depths: [0, 1].
total execution time: 0.46 secs

The option-d 1 specifies the depth of the search, in this case, only one step, and the-optiotontrols
how much informatiorsal-inf-bmc outputs. Argumentgc is the name of the SAL context in which
the propertysafe is specified. SAL searches for this context in a file nargd. sal.

As expectedsal-inf-bmc does not find any counterexample at depth one. We can increase the
search depth by hand, but it is mori@ent to run the bounded model checker with iterative deepening.
With this option,sal-inf-bmc searches for counterexamples of increasing length. It stops when either a
counterexample is detected or the search range is covered:

sal-inf-bmc -v 1 -d 56 -it tgc safe

no counterexample between depths: [0, 56].
total execution time: 975.68 secs

Iterated deepening is indicated by the optidn and-d 56 specifies the maximal depth. It turns out that,
for this example, searching for counterexamples up to depth 5@tisisat. The completeness threshold
is 56. There are 28 reachable symbolic states, and between every discrete step there is at most one time-
progress step, which gives a maximal path length of 56. Since no counterexample of length 56 or less has
been found, we can conclude that our system is safe. Of course, this argument requires user’s knowledge
of the size of the symbolic state space.

Bounded model checking is a primarily a refutation method, intended to discover counterexamples to
properties, but it can also be used for performing proofk-mduction [dMRS03]. For example, property
safe can be proved bi-induction at depttk = 9. Fork-induction,sal-inf-bmc must be invoked with
the-i flag and the deptk is specified using thed option:

sal-inf-bmc -v 1 -d 9 -i tgc safe
proved.
total execution time: 2.01 secs

This is much more féicient than the previous approach.

We can also introduce a bug in the model, for example, by changing the guagtin the transition
fromt; to t; to x > 0. With this modificationsal-inf-bmc with iterative deepening finds a counterex-
ample at depth 4, in 1.76 secs.

2.4 Discussion

As the example illustrates, it is possible to specify timed automata in SAL in a systematic fashion. The
translation preserves modularity: each component of the example is translated into a base module in SAL,
and the product of the timed automata corresponds to the synchronous composition of SAL modules and
a synchronizer.

The translation is intended to preserve all safety properties of the original system. Given a predicate
P on clocks and control locations, one can show that the timed-automata system saldfiaad only
if the SAL translation also satisfiesP. Preserving safety properties of this form idfguent in most
applications. However, one should be aware that the translation may introduce deadlocks in SAL that do

13



not exist in the original system. This is caused by the strict alternation between time-progress and dis-
crete transitions enforced by the synchronizer. The encoding of time-progress steps ensures that location
invariant are satisfied, that is, that time does not advance too far. On the other hand, no lower bound is
imposed ordelta’; a time-progress step can be of arbitrarily small duration. In some cases, a time step
that is too small may lead to a state in which no discrete transition is enabled, and thus to a deadlock.

For example, it is possible for the train-gate-controller system to reach a state in which the train is in
locationty, the controller is irc;, and the gate is igz. From such a state, a discrete transition is enabled
only if one of the clock constraints > 2 andy > 1 is satisfied. In the SAL model, a time-progress step
taken in such a state increases bothAndy by delta’. If delta’ is too small, the system may reach
a state in whichx’ is less than 2 angl’ is less than 1. From this state, no discrete transition is enabled
and the SAL system is in a deadlock. The original timed automaton can also reach the same state, but this
does not cause a deadlock as it can perform another time step.

The introduction of extra deadlocks in the SAL translation rarely matters in practice, as the SAL model
still has the same set of reachable states as the original timed automaton. It is also clear that one could
modify the synchronizer definition so that several time-progress steps may be taken in succession. One
just needs to replace the line

trans’ = next_trans_type(trans)
by the following non-deterministic assignment
trans’ IN { elapse, regular }.

With this modification, the SAL system agrees with the traditional semantics of timed automata and does
not have extra deadlock states anymore. However, this revised specification has two disadvantages.

First, it considerably increases the cost of bounded model checking. When the train-gate-controller
example is modified to permit successive time stefad-inf-bmc is considerably slower than when
successive time-steps are disallowed. A search for counterexamples to prepfatysing iterative
deepening takes more than six hours:

sal-inf-bmc -v 1 -d 35 -it tgc safe

no counterexample between depths: [0, 35].
total execution time: 22932.49 secs

A similar verification at depth 56 was completed in less than 20 min using the previous specifications.
Allowing several time-progress steps to occur in succession has a more serious drawback: it makes

most proofs byk-induction fail. More precisely, iP is a state-predicate and the safety propa®cannot

be proved byk-induction wherk = 1, thenoP is not provable either bi-induction for anyk > 1. For

example, propertgafe cannot be proved bk-induction if successive time-progress steps are allowed,

while it is provable byk-induction at depth 9 if discrete and time-progress steps are forced to alternate.
The reason whk-induction fails fork > 1 if it fails for k = 1 is that a trajectory of length one can

always be extended into a trajectory of lengthy adding a succession of time-progress steps of duration

zero, which behave like idle steps. In particulagi® cannot be proved bi-induction at depth one, then

there are two states ando”’ of the SAL model such that

e o satisfiesP,
e o’ is a successor state of

e ¢’ does not satisf.

14



In other words, the trajectory — ¢’ is a counterexample to the induction step in the proafi®f The
trajectoryo- — ¢’ can be extended into another trajectory of the form

0 0
OC—01...0k2—01 — O,

where the firsk— 1 steps are time-progress transitions of length zero. We thervhave.. = o1 = o,
and the transitionry_; — o’ is the same as the transition that leads fiorno o’. The existence of this
trajectory means th&tinduction at depttk will fail for aP.

Removing idle steps, that is, requiring all time steps to have a positive duration does not fix this
problem in general (and causes other problems since zero-delay time steps are sometimes necessary). In
typical examples, a discrete transition that is enabled in a stadéenains enabled if the clocks progress
in o~ by a small enough amount. In such a case, a sequence of time-progress transitionfigidmtiy
small durations is essentially the same as an idle step. By the same reasoning as before, a counterexample
of length 1 can be extended into a counterexample of lekgthadding small time-progress steps. As a
consequence, induction at defitls 1 cannot do better than induction at depth 1.

In summary, adopting the traditional semantics of timed automata — which allows several time steps
to occur in succession — is a poor choice if one intends to prove propertiksndaction. It is acceptable
if one is interested only in finding counterexamples by bounded model checking, but this typically incurs
a significant loss of performance. A synchronizer that alternates between time-progress and discrete
transitions as presented in Figlire]2.2 is generally preferable as it preserves all safety properties, makes
k-induction possible, and is mordigient for bounded model checking.

Overall, we can conclude that it is possible to describe timed automata in SAL in a systematic way that
preserves modularity and safety properties. The translation amounts to encoding the semantics of timed
automata as state-transition systems, with an explicit distinction between time-progress and discrete tran-
sitions. Using this translation, one can analyze timed automata with the SAL tools, which support bounded
model checking and verification tkyinduction. However, the translation is not as straightforward as one
would wish. The product of timed automata requires a synchronizer module and the addition of idle transi-
tions to all timed modules. This can become unwieldy if the number of events and timed modules is large.
The encoding of time-progress transition must also be done with care to ensure that the location invariants
are not violated. Furthermore, the translation we use does not exactly match the standard timed-automata
semantics as it does not allow successive time-progress transitions to occur. This modified semantics is
necessary for making-induction useful, but its drawback is to introduce deadlocks that do not exist in
the traditional semantics. The translation is not perfect but it fiscgent for the properties most often
encountered in practice.
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Chapter 3

Timeout Automata

Real-time systems aidiscrete-event systemtbat is, systems whose state does not change continuously
but only at discrete points in time. Any evolution or trajectory of such a system can be represented by
an increasing sequence of time points at which events occur (and where the state may change) together
with the state of the system at each of these time points. Such a real-time trajectory may be written as a
sequence of pairs

(to, o0, (t1, 1), {t2, 02), ...

wheretg, t1, t2, . .. is an increasing sequence of time points, agtry, oo, . .. are the system states.
Timed automata are one possible formalism for specifying such trajectories. A trajectory of a timed
automaton is any sequence as above that satisfies the two following conditions:

e tp = 0 andog is an initial state of the automaton.

e Foralli € N, eitherc,; is a successor afj by a time-progress transition of duratiére= 0 and
tiy1 =t + 8, oro,1 is a successor af; by a discrete step and; = t;.

Starting with timed automata is not the only option for defining such trajectories. In the remainder of
this report, we examine two variant specification approaches that are better suited to SAL and have other
advantages over timed automata. Both approaches are inspired by a very successful modeling method that
has been used for decades in discrete-event system simulation, namely, theves# oflendars

Such a calendar (also called event list) is a data structure that stores future events and the times at
which these events are scheduled to occur. Unlike a clock, which measures the time elapsed since its
last reset, a calendar contains information about the future. By following this principle, one can model
real-time systems as standard state-transition systems of the form of théSdrm»>), whereS is a state
space] C Sis the set of initial states, ané is a transition relation o. The state spac® is built from
a collection of state variables: each statef S is a mapping that assigns a value of an appropriate type
to each of the system’s state variables. To specify delays and timing constraints, we rely on special state
variables to store the time at which future discrete transitions will be taken.

3.1 Definition

A first class of models we consider are transition systems with timeouts. Their state variables include a
variablet that stores the current time and a finite Beif timeouts The variable and the timeouts are all
real-valued. The initial states and transition relation satisfy the following requirements:
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¢ In any initial stater, we haver(t) < o(x) forall x e T.

o If o is a state such that(t) < o(x) for all x € T then the only transition enabled inis atime
progress transition It increased to min(e(T)) = min{o(X) | X € T} and leaves all other state
variables unchanged.

e Discrete transitions- — o~ are enabled in states such tbdt) = o(X) for somex € T and satisfy
the following conditions

o o’(t) = o(t)
o forally e T we haves’(y) = o(y) or o’ (y) > o’ (t)
o there isx € T such thatr(x) = o (t) ando”’(X) > o’ (t).

In all reachable states, a timeoubever stores a value in the past, that is, the inequatlity< o(x) is an
invariant of the system. A discrete transition can be taken whenever thé teaehes the value of one
timeoutx. Such a transition must increase at least one guota time in the future, and if it updates other
timeouts tharx their new value must also be in the future. Whenever the conditoa T : o(t) < o(X)

holds, no discrete transition is enabled and time advances to the value of the next timeout, that is, to
min(o(T)). Conversely, time cannot progress as long as a discrete transition is enabled.

Discrete transitions are instantaneous since they leavehanged. Several discrete transitions may be
enabled in the same state, in which case one is selected non-deterministically. Several discrete transitions
may also need to be performed in sequence bdfoam advance, but the constraints on timeout updates
prevent infinite zero-delay sequences of discrete transitions.

In typical applications, the timeouts control the execution ofal-time processqs, .. ., p,. Atime-
outx; stores the time at which the next action frggrmust occur, and this action updates$o a new time,
strictly larger than the current timewherep; will perform another transition. As an illustration, the fol-
lowing section presents a SAL model of Fischer’'s mutual exclusion algorithm based on timeout automata,
and a correctness proof developed with SAL's infinite-state bounded model checker. We then show how
the timeout-automata model can be applied to the train-gate-controller example described previously.

3.2 Fischer’'s Mutual Exclusion Protocol

Fischer’s protocol has become a benchmark in the evaluation of real-time formalisms and tools. The
protocol ensures mutual exclusion amadwgrocesses using real-time clocks and a shared varlalle,

whose value range from 0 fd. Initially the value oflock is zero. Processes are indexed by an integer
between 1 and\ (the process id) and behave as follows:

loop
wait until lock = 0; % sleeping state
wait for a delay <= deltal; % waiting state

set lock to process id;
wait for a delay >= delta2; % trying state
if lock = process id
critical section; % critical state
set lock to 0;
end
end

A process can then be modeled as an automaton with four control states as shown in FHigure 3.1. The states
correspond to theait statements and to the critical section.
The parametergéeltal anddelta2 are two positive constants that determine the length of the delays:
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if lock /=0

if lock =0

— Sleepy ~| Waiting

set lock ;=0 setlock =i

if lock /=1

Crit@A (rying

if lock =i

Figure 3.1: Fischer’s Protocol

e aprocess can stay in stateiting for a delay at mosdeltal

e a process must stay in stateying for at least a delaydelta2 before transitioning to state
critical

Mutual exclusion is ensured providddltal is strictly smaller tharlelta2.

3.2.1 SAL Model
We begin by specifying the number of proces$¢sand the types over which the state variables range.

fischer: CONTEXT =
BEGIN
N: NATURAL = 4;
IDENTITY: TYPE = [1 .. N];
LOCK_VALUE: TYPE = [0 .. NJ;
TIME: TYPE = REAL;
PC: TYPE = {sleeping, waiting, trying, critical};

For the time being, we give explicit values to the two parameteisal anddelta2. An alternative
specification where the parameters are left uninterpreted is discussed in §ecfipn 3.2.4.

deltal: TIME 2;
delta2: TIME = 4;
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Process Module

Figure[3.2 shows how the processes are specified in SAL. A process is modeled as a SAL module param-
eterized by the process’s identity All the processes have a common input variahlze that keeps the
current time in the system. The global varialleck is shared by all the processes (i.e., every process
can read and write tbock). Each process also outputs tthueout variable, which gives the time of the
process’s next transition. The local variapleholds the process’s current control state.

The initialization section sets tHack to zero, and assigns a value larger than the initiale to the
process’'simeout variable.

The transition relation consists of six guarded commands. These six transitions are enabled only when
the globaltime equals the processisimeout. Every transition also updatesimeout to a value that
is strictly larger thantime. The updates are non-deterministic: every transition assignsmeout an
arbitrary value in a real-valued interval. The bounds of this interval specify maximal or minimal delays
between successive transitions from the process. For example, on tranalioty_up, the timeout is
set non-deterministically to a time point in the intervalie, time + deltal]. The process will perform
its next transition within a delay less than or equadéd tal, and will then stay in control stateaiting
for a delay no more thadeltal. Similarly, transitionsetting_lock specifies that the process must
stay in control staterying for a delay at least equal tie1taz2. In all other cases, the transition updates
timeout to an arbitrary time in the future.

Clock Module

To complete the specification, a clock component is introduced to perform the time-progress transitions.
This clock module is shown in Figurie 3.3. Its unique input variable is an array timeouts, one per
process. Thelock advances the globalime variable to the smallest element of théme_out array,
whenevertime is strictly smaller than all timeouts. This relies on the functidm that computes the
minimum of an array:

recur_min(x: TIMEOUT_ARRAY, min_sofar: TIME, idx: [0 .. N]): TIME =
IF idx = ® THEN min_sofar
ELSE recur_min(x, min(min_sofar, x[idx]), idx-1)
ENDIF;

min(x: TIMEOUT_ARRAY): TIME = recur_min(x, x[N], N-1);

Full System

The complete system is the asynchronous composition dfl thecesses and thd ock module:

processes: MODULE =
WITH OUTPUT time_out: TIMEOUT_ARRAY
([] (i: IDENTITY): (RENAME timeout TO time_out[i] IN process[i]));

system: MODULE = clock [] processes;

In the full system, the global variableime keeps the current time and the variahliene_out[i] con-
tains the time when the next discrete transitiorppbcess[i] is scheduled to occur. As discussed in
Sectior] 3.L, there are two types of transition:
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process[i: IDENTITY]: MODULE =
BEGIN
INPUT time: TIME
GLOBAL lock: LOCK_VALUE
OUTPUT timeout: TIME
LOCAL pc: PC
INITIALIZATION
pc = sleeping;
timeout IN { x: TIME | time < x };
lock = 0
TRANSITION
[ waking_up:
pc = sleeping AND time = timeout AND lock = 0 --—>
pc’ = waiting;
timeout’ IN { x: TIME | time < x AND x <= time + deltal }
[1 try_again_later:
pc = sleeping AND time = timeout AND lock /= 0 -->
timeout’ IN { x: TIME | time < x }
[1 setting_lock:
pc = waiting AND time = timeout -->
pc’ = trying;
lock’ = i;
timeout’ IN { x: TIME | time + delta2 <= x }
[1 entering_cs:
pc = trying AND time = timeout AND lock = i -->
pc’ = critical;
timeout’ IN { x: TIME | time < x }
[1 lock_changed:
pc = trying AND time = timeout AND lock /=i -->
pc’ = sleeping;
timeout’ IN { x: TIME | time < x }
[1 exiting_cs:
pc = critical AND time = timeout -->

pc’ = sleeping;
lock’ = 0;
timeout’ IN { x: TIME | time < x }
]
END;

Figure 3.2: Fischer’s Protocol: Process Module
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TIMEOUT_ARRAY: TYPE = ARRAY IDENTITY OF TIME;

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
OUTPUT time: TIME
INITIALIZATION
time = 0
TRANSITION
[ time_elapses: time < min(time_out) --> time’ = min(time_out) ]
END;

Figure 3.3: Fischer’s Protocol: Clock Module

e |f time < time_out[i] for all i, thenclock advances time to to the smallesttafme_out[1],
..., time_out[N] (time-progress transition

e Otherwise, the componeptocess[i] for whichtime_out[i] = time performs aliscrete tran-
sition. This transition updatesime_out[i] to a new value strictly larger than the current time.

Several processes may have discrete transitions enabled at the same instant, that is, we may have
time_out[i] = time_out[j] = time for two distinct processesandj. Sincetime cannot progress
aslong axime_out[i] = time or time_out[j] = time, both discrete transitions will be taken, one
after the other, in a non-deterministic order.

By construction, the propertyime <= time_out[i] is an invariant of the system. As a conse-
quence, in every reachable state, either the clock or one of the processes has a transition enabled. Since
the modules are composed asynchronously, the full system cannot deadlock.

3.2.2 Analysis

The goal of Fischer’s protocol is to ensure mutual exclusion, that is, that two distinct processes cannot be
in their critical sections at the same time:

mutual_exclusion: THEOREM
system |- G(FORALL (i, j: IDENTITY):
i /= j AND pc[i] = critical => pc[j] /= critical);

Bounded Model Checking

It is good practice to first search for possible errors in the SAL specifications by using the bounded model
checker. For this purpose, we search for trajectories that violate the mutual-exclusion property. Since we
expect the property to hold, such a trajectory is likely to indicate a bug in the SAL model. For a small-size

system N = 2), the bounded model checker shows that there are no counterexamples of length 20 or less:

sal-inf-bmc -v 3 -it -d 20 fischer mutual_exclusion

no counterexample between depths: [0, 20].
total execution time: 697.62 secs
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We can repeat this analysis with = 3 and we still obtain the expected result: no counterexample is
found.

A second validation step is to introduce bugs in the specifications and check that the bounded model
checker finds them. For example, we have stated that mutual exclusion is satisfied pdadidet is
strictly smaller thandelta2. We can now examine what happens if the conditieital < delta2
does not hold. First, we modify the definitions:

deltal: TIME = 2;
delta2: TIME = 2;

then, we check thatutual_exclusion is not satisfied with these parameters:

sal-inf-bmc -v 3 -it -d 20 fischer mutual_exclusion

Counterexample:

Path

Step 0:

--- System Variables (assignments) ---
lock = 0;

pc[1l] = sleeping;

pcl[2] = sleeping;

pc[3] = sleeping;

time = 0;

--- Constraints ---
time_out[1] > O;
time_out[3] >= time_out[2];
time_out[3] > O;
time_out[3] >= 0;
time_out[1] >= 0;
time_out[2] > O;
time_out[1] > time_out[2];
time_out[2] >= 0;

Step 10:

--- System Variables (assignments) ---
lock = 1;

pcl[l] = critical;

pcl[2] = critical;

pc[3] = sleeping;

--- Constraints ---

time_out[1] >= 0;

time_out[2] >= 0;

time_out[3] = PRE(time_out)[3];
time = PRE(time);

time >= 0;

time_out[3] >= 0;

time_out[2] = PRE(time_out)[2];
time_out[1] > PRE(time);

total execution time: 12.32 secs
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The shortest counterexample has length 10. It is displayed by the bounded model checker in a symbolic
form that represents a sequence of states and transitions. As can be seen above, the mutual exclusion
property is not satisfied.

A First Proof

The analysis by bounded-model checking discussed above gives us some confidence that mutual exclusion
is satisfied, as no counterexample was found. We now examine how the property can be prkved by
induction.

We start with a small-sized example, by setting the number of procéste®. However, even for
such a smalN, direct attempts at provingutual_exclusion by k-induction fail. For example, with
k = 14, we obtain

sal-inf-bmc -v 3 -d 15 -i fischer mutual_exclusion

k-induction rule failed, please try to increase the depth.
total execution time: 31.99 secs

Increasingk does not help amutual_exclusion is not inductive, whatevek. For anyk > 0, one can
find a trajectory
op— ... 0Ok,

of the transition system such that mutual exclusion holds in the states., o«_1 but not inoy. As a
consequence, the inductive step in the proafwtual_exclusion by k-induction fails.

Itis not very hard to find the trajectory mentioned above by hand, but, for aKixes even easier to
let the model checker do it. For this purpose, we invek&-inf-bmc with the-ice option:

sal-inf-bmc -v 3 -d 14 -i -ice fischer mutual_exclusion

k-induction rule failed, please try to increase the depth.
Counterexample:

Path

Step 15:

--- System Variables (assignments) ---
lock = 1;

pcl[l] = critical;

pcl[2] = critical;

--- Constraints ---

time = PRE(time);

time_out[1] > PRE(time);

time >= 0;

time_out[1] >= 0;

time_out[2] >= 0;

time_out[2] = PRE(time_out)[2];

total execution time: 51.28 secs
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Discrete transition

by process 1
pc[ 1] | wai ting [ trying [ critical ]
pcl 2] [waiting[trying [ critical [sleeping| waiting | trying [ critical |
lock [ 7 7] 2 [ 0 [ 2 [ 1 |
| | | | | | | ime
SO S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 s12 Si13 S14 S15

Figure 3.4: Counterexample keinduction

Figure 3.4 depicts the counterexampldimduction found by the model checker. The diagram shows
the evolution of the system’s three discrete variables with time. The counterexample consists of the states
So to Si5 shown in the figure; discrete and time-progress transitions alternate:Sstaeeached from
So by a discrete transition, the®y, is reached fron§; by a time-progress step, and so forth. The main
features of this trajectory are the following:

e |t starts from a stat&; in whichpc[1]=waiting.

e Process 1 stays idle until the discrete transition f@mto S;3 and, after two more steps, we have
pcll]=critical.

e From Sy to Sip, the trajectory consists exclusively of discrete steps by process 2 and time-
progress transitions, and after the last discrete step from process 2 $froto S;5), we have
pcl2]=critical.

One can construct a trajectoBy, . . ., Sk with the same essential features for &ny
e Syis a state wherpc[1]=waiting.
e FromSy to Sy_s, only process 2 executes, and we hpe€2]=critical in statesSy_s to Sy.
¢ In the last three steff8_3 — Sk-» — Sk-1 — Sk, process 1 enters its critical section.

The existence of such a trajectory means Kagduction cannot prove the mutual-exclusion property for
anyk. The property is not inductive.

The trajectory of Figuré 3|4 causes a direct proofkbpduction to fail, but it also points to a so-
lution. In the figure, process 1 stays in stateiting for a long time before executing its first discrete
step. This time is more thatielta2 since it includes an interval during which process 2 is in state
trying. In stateSy, the diferencetime_out[1] - time must then be greater thalelta2, which is
itself greater thadeltal. But, by construction, a process cannot stay in control stat@ing for more
than the delagdeltal. Thus,Sy is not reachable by the transition system; it does not satisfy the property
pc[l]=waiting => time_out[1] - time <= deltal, which we know to be invariant.

To provemutual_exclusion, we can then attempt to use the following auxiliary invariant:

time_aux2: LEMMA
system |- G(FORALL (i: IDENTITY):
pcl[i] = waiting => time_out[i] - time <= deltal);
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This lemma can be proved by induction at defpta 1.

sal-inf-bmc -v 10 -d 1 -i fischer time_aux2
proved.
total execution time: 0.69 secs

Then, the mutual-exclusion property is provable as follows:

sal-inf-bmc -v 3 -d 9 -i -1 time_aux2 fischer mutual_exclusion
proved.
total execution time: 4.16 secs

This usek-induction at depth 9, withtime_aux2 as an auxiliary invariant. This is the smallest depth at
which the proof byk-induction succeeds.

This proof works only for Fischer’s protocol with two processes. In a system with at least three
processes, the auxiliary invarianime_aux2 is not suficient fork-induction to succeed. A few attempts
with relatively smallk (sayk = 6) show that there is a counterexampletmduction that starts from a
stateS, that satisfies the following constraints:

pc[l]=waiting, pc[2]=critical, pc[3]=sleeping, lock /= 0,
time_out[3] < time_out[1], time_out[3] < time_out[2].

A little analysis shows that this trajectory can be extended into a counterexanipiedoction for arbi-
trary large lengttk by letting process 3 perform a sequenceo§_again_later transitions. Transition
try_again_later does not change any of the discrete state variables, and incremertout [3] by

a positive amount, which can be arbitrarily small. From sta®g, a try_again_later transition by
process 3, followed by a time-progress transition of lergtrads to a stat§] which is the same aS,
except thatime_out [3] has increased by If € is suficiently small, all transitions enabled 8y remain
enabled inS(;: the two transitions that lead froBy to S; are essentially the same as an idle step f8ym
By adding as many of these steps as necessary, a counterexarkpfatmtion can be constructed for
arbitrary largek.

A More Scalable Proof

We now describe a proof of the mutual-exclusion property that works for an arbitrary number of processes.
The proof consists of a sequence of lemmas that all describe invariants of the system and are all proved
by induction at depth 1 (or 0). Not requiring induction at higher depths avoids fheutties caused by
thetry_again_later transition discussed previously.

The sequence of invariants that lead to the proof can be found by reasoning backward. Our goal is to
prove the propertyiutual_exclusion:

mutual_exclusion: THEOREM
system |- G(FORALL (i, j: IDENTITY):
i /= j AND pc[i] = critical => pc[j] /= critical);

A first step is to replace this property by the following stronger invariant:

mutex: THEOREM
system |- G(FORALL (i: IDENTITY): pc[i] = critical => lock = i);
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This is easily seen to implyutual_exclusion. Propertymutex is not inductive, but it can be strength-
ened further into the following inductive lemma:

logical_auxl: LEMMA
system |- G(FORALL (i, j: IDENTITY):
pcl[i] = critical => lock = i AND pc[j] /= waiting);

Provinglogical_aux1 requires two auxiliary lemmas:

time_auxl: LEMMA
system |- G(FORALL (i: IDENTITY): time <= time_out[i]);

time_aux3: LEMMA
system |- G(FORALL (i, j: IDENTITY):
lock = i AND pc[j] = waiting => time_out[i] > time_out[j]);

Lemmatime_auxl is a property that is true by construction for all timeout automata and it is provable
by induction at depth 1. The last step is to find a prootihe_aux3, but this lemma is provable using
propertytime_aux2 encountered previously.

Overall, the mutual-exclusion property is proved by a sequence of callsltainf-bmc as follows.
First, we provetime_aux1 andtime_aux2 by induction:

sal-inf-bmc -v 3 -i -d 1 fischer time_auxl
proved.

total execution time: 0.94 secs
sal-inf-bmc -v 3 -i -d 1 fischer time_aux2
proved

total execution time: 0.96 secs

Then, we proveime_aux3 usingtime_aux2 as a lemma:

sal-inf-bmc -v 3 -i -d 1 -1 time_aux2 fischer time_aux3
proved.
total execution time: 1.18 secs

Now, logical_auxl is provable usingime_aux1 andtime_aux3:

sal-inf-bmc -v 3 -i -d 1 -1 time_aux3 -1 time_auxl fischer logical_auxl
proved.
total execution time: 1.11 secs

In the last step, we show thdiogical_auxl implies mutual_exclusion. The proof is done
by induction at depth 0, which amounts to showing that invariesgical_aux1 is stronger than
mutual_exclusion:

sal-inf-bmc -v 3 -i -d ® -1 logical_auxl fischer mutual_exclusion
proved.
total execution time: 0.67 secs
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3.2.3 Performance

Tableg 3.1L anfl 3|2 show the CPU time for verifying the mutual exclusion property using SAL 2.0 with
two of the solvers supported by SAL, namely, ICS 2.0 and UCLID. The runtimes are given in seconds,
and were measured for a number of procedéeanging from 2 to 20. The results were measured on a
desktop PC with a Pentium 4 CPU, a clock speed of 2 GHz, and 1 GByte of RAM. The PC was running
the Linux operating system (Kernel 2.4.18). The time reported in the table was the total proof time as
displayed bysal-inf-bmc. Since all the proofs are by induction, the total proof time includes two calls

to the solver — one for the base case and one for the induction step — plus the processing time used
by sal-inf-bmc itself. The tests were performed with each call to ICS or UCLID limited by a timeout

of 1000 s (16 min 40 s) and a memory limit of 1 GByte. The middle columns in Tablés 3. gnd 3.2
correspond to the following five proof commands:

tal: sal-inf-bmc -v 10 -d 1 -i -s ics fischer time_auxl
tal: sal-inf-bmc -v 10 -d 1 -i -s <solver> fischer time_aux2
ta3: sal-inf-bmc -v 10 -d 1 -i -s <solver> -1 time_aux2 fischer time_aux3

lal: sal-inf-bmc -v 10 -d 1 -i -s <solver> -1 time_aux3 -1 time_auxl
fischer logical_auxl

me: sal-inf-bmc -v 10 -i -d 0 -s <solver> -1 logical_auxl
fischer mutual_exclusion

where<solver> is eitherics or uclid. Tabled 3.3 anfl 3.4 report the results of similar experiments
using thecvc andsvc solvers, respectively. Failure of a solver is reported as either “time” (timeout) or
“memory” (memory exhaustion) in the tables.

The following table indicates the solver versions that were used in this experiment. We used the latest
versions of each tool, as available in December 2003:

Solver Version URL

ICS ICS 2.0 beta http://www.icansolve.com/

UCLID + zchdf | UCLID 1.0 alpha| http://www-2.cs.cmu.edu/~uclid/
zchdf.2001.2.17 | http://ee.princeton.edu/~chaff/zchaff.html
CVC CVC 1.0a http://verify.stanford.edu/CVC/

SVC SVC1.11 http://verify.stanford.edu/SVC/

As can be seen, the performance of the bounded model checker varies significantly depending on the
solver used. On this SAL formalization of Fischer’s protocol, both UCLID and ICS do much better than
CVS or SCV. With ICS or UCLID, one can prove mutual exclusion for as many as 13 or 10 processes,
respectively. CVC or SVC cannot do better than 6 and 4 processes, respectively. It is also notable that
ICS and UCLID do not fail on the same properties. ICS fails to prove propserty_aux1 for N > 14,
while UCLID can prove it for allN between 2 and 20. Conversely, lemmiane_aux3 is proved by ICS
for N between 2 and 19, while UCLID runs out of time fdr> 11. By selecting the best solver for each
property, one can then prove the protocol correct for a system with as many as 19 processes.

All these numbers must be taken with cautidhey reflect the performance efil-inf-bmc on the
specific formalizatiomf Fischer’s protocol given in AppendiX E. As is well known, the performance of a
satisfiability solver is very sensitive to minor variations in a problem presentation. For exanfiiges i
variable orderings can make a hug&ealience. It has been our experience that small syntactic changes
in the SAL specifications can cause substantifiedénces in proof times. The next section shows how
performance can be considerably improved by rewriting parts of SAL model.
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N | tal | ta2 | ta3] lal| me]| total |
2 0.85 0.84 0.92| 0.91] 0.63 4.15
3 1.62 1.05 1.25| 1.16| 0.80 5.88
4 1.91 1.35 1.75| 1.55]| 0.94 7.50
5 1.96 1.77 2.41| 1.86| 1.08 9.08
6 3.37 2.02 340| 2.25|1.31 12.35
7 6.83 3.02 422 | 2.75| 152 18.34
8 11.78 3.77 5.09| 3.23| 1.78 25.65
9 26.94 6.08 486| 391 2.09 43.88
10 60.68 8.77 5.73| 4.40| 2.31 81.89
11| 161.93| 18.05 6.08| 5.01| 2.52 | 193.59
12 || 420.56| 21.43 6.49| 5.32| 2.59| 456.39
13 || 784.17| 22.86 7.01| 6.10| 2.97 | 823.11
14 time 62.67| 11.87| 7.03| 3.30 N/A
15 time 63.30| 10.24| 8.33| 3.64 N/A
16 time 64.63| 14.17| 9.58| 4.01 N/A
17 time 65.01| 14.95| 10.55| 4.45 N/A
18 time 64.57| 74.73| 11.49| 5.01 N/A
19 time | 283.12| 433.25| 12.41| 5.16 N/A
20 time | 221.07 time | 12.92 | 5.68 N/A
Table 3.1: Proof Times Using ICS 2.0
N tal | ta2 | ta3 | lal[ me] total|
2 1.32 1.36 1.40 1.31| 0.52 5.91
3 1.90 1.98 3.22 1.82| 0.66 9.58
4 2.39 3.80| 13.62 2.61| 0.85 23.27
5 15.30 5.97| 61.07 5.49| 1.05 88.88
6 16.32 9.18| 74.62 7.00| 1.29|| 108.41
7 33.06| 19.86| 204.80 7.74| 1.56 || 267.02
8 13.00| 29.15| 317.22| 17.71| 1.85| 378.93
9 14.00| 30.23| 410.88| 22.87| 2.17 || 480.15
10 16.91| 49.99| 614.08| 34.09| 2.30| 717.37
11 60.80 | 332.94 time 61.91| 2.63 N/A
12 70.92 | 255.22 time 65.15| 2.81 N/A
13 88.53 | 819.70 time | 140.97| 3.14 N/A
14 || 132.14| 839.70 time | 199.72| 3.53 N/A
15 || 147.71| 706.21 time | 207.20| 4.08 N/A
16 || 204.60| 603.11 time | 247.12| 4.49 N/A
17 || 125.19| 765.99 time | 326.94| 4.97 N/A
18 || 150.41| 611.01 time | 454.17| 5.55 N/A
19 || 157.93| 579.01 time | 401.45| 5.73 N/A
20 || 328.75| 376.96 time | 478.97| 6.37 N/A

Table 3.2: Proof Times Using UCLID
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tal | ta2 | ta3] lal| me] total |

0.66 0.73 0.82] 0.72] 0.41 3.34
1.04 1.52 1.61| 1.03| 0.55 5.75
1.75 5.17 3.69|150| 0.71| 12.82
3.29 26.26 8.49|195| 0.85| 40.84
7.17| 163.02 18.47| 2.54| 1.06 || 192.26
15.72 time 58.03| 3.29 | 1.29 N/A
33.85| memory| 209.71| 4.16 | 1.55 N/A
77.82| memory| 775.02| 5.17 | 1.84 N/A
10 181.98| memory time | 6.19 | 2.06 N/A
11 434.19| memory | memory | 7.57 | 2.29 N/A
12 || 1185.71| memory | memory| 8.79 | 2.40 N/A
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Table 3.3: Proof Times Using CVC

N tal | ta2 | ta3 | lal[ me] total|
2 1.39 1.40 0.71 0.64 | 0.36 4,50
3 13.20| 21.92 2.49 1.00| 0.47| 39.08
4 | 113.21| 527.04| 39.98 1.83| 0.65 || 682.71
5 time time | 611.46 3.63| 0.80 N/A
6 time time time 8.71| 0.99 N/A
7 time time time | 22.47| 1.22 N/A
8 time time time | 62.36| 1.48 N/A
9 time time time | 176.70| 1.79 N/A
10 time time time | 483.50| 2.11 N/A

Table 3.4: Proof Times Using SVC
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3.2.4 Variant Specifications

As can be seen in Talfle 3.1, lemmine_aux1 is the bottleneck in the proof with ICS. A straightforward
modification of the SAL specifications removes this bottleneck. With the revised specifications, much
larger instances of the protocol, with as many as 53 processes, can be verified. We then examine a more
general version of the protocol, where the two parameletsal anddelta2 are uninterpreted.

Removing the Recursive Definition

Lemmatime_aux1 states a basic invariant that is true for all timeout automata, namely, the faciiteat

<= time_out[i] for all i. Proving this property by induction should be straightforward: it follows
immediately from the definition oprocess, and the fact that the minimum of theime_out array is
smaller than or equal to any of its elements. However, the latter fact is expensive to establish by ICS
because of the recursive definitionmifn that we have employed so far:

recur_min(x: TIMEOUT_ARRAY, min_sofar: TIME, idx: [0 .. N]): TIME =
IF idx = O THEN min_sofar
ELSE recur_min(x, min(min_sofar, x[idx]), idx-1)
ENDIF;

min(x: TIMEOUT_ARRAY): TIME = recur_min(x, x[N], N-1);

For any fixedN, SAL unfolds this definition into a cascade of if-then-elses. For exampld\ fer 3,
min(x) expands to (something equivalent to) the following expression.

LET min_sofarl = x[3] IN
LET min_sofar2 = IF min_sofarl < x[2] THEN min_sofarl ELSE x[2] ENDIF
IN IF min_sofar2 < x[1] THEN min_sofar2 ELSE x[1] ENDIF

This expansion results in an expression wWith 1 cascading conditionals. Furthermore, for all the solvers
supported by SAL, including ICS and UCLID, proving inequalities suchias(x) <= x[2] from this
expression requires an exponential number of case splits.

The following trick allows one to eliminate iffiécient recursive definitions from the SAL specifica-
tions. First, we define a predicaie_min(x, t) thatis trueif and only ift = min(x).

is_min(x: TIMEOUT_ARRAY, t: TIME): bool =
(FORALL (i: IDENTITY): t <= x[i]) AND
(EXISTS (i: IDENTITY): t = x[il);

This definition makes explicit all the properties of the minimum. Then, we rewritetbek module as
follows:

clock: MODULE =
BEGIN

TRANSITION
[ time_elapses:

(FORALL (i: IDENTITY): time < time_out[i]) -->
time’ IN { t: TIME | is_min(time_out, t) }

END;
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This is clearly equivalent to the previous specifications: the transition is enabled wheiewés strictly
smaller than all the timeouts, and it advaneése to the smallest element in theme_out array.

Removing the recursive definition afin has a dramatic impact on performance. The proof of lemma
time_aux1 is now the cheapest of the five verification steps. The most expensive step by far is now
proving lemmatime_aux3. We found that another trick can accelerate the proofnfe_aux3: al-
thoughtime_aux3 is provable fromtime_aux2 alone, adding the following lemma reduces proof time
significantly.

time_aux®: LEMMA
system |- G(time >= O AND FORALL (i: IDENTITY): time_out[i] > 0);

The full verification includes then a new step, namely, the proafiefe_aux® by induction:
ta0: sal-inf-bmc -v 10 -d 1 -i -s <solver> fischer time_aux0®
The proof oftime_aux3 is now as follows:

ta3: sal-inf-bmc -v 10 -d 1 -i -s <solver> -1 time_aux2 -1 time_aux®
fischer time_aux3

Table[3.5 shows the proof times obtained with ICS for the revised SAL model. The numbers were mea-
sured on the same machine, with the same timeout and memory limit as previously, but with a more recent
SAL version (SAL 2.3). The proof succeeds for HIbetween 2 and 43, and for some valuedaibove
44. The largest example that could be successfully verified with ICS inclNde®3 processes.

Removing the infficient recursive definition also reduces proof times when solvers other than ICS are
used, but the improvement is not as dramatic. The largest examples we could verify with UCLID, CVC,
and SVC contained 12, 6, and 4 processes, respectively.

Uninterpreted Constants

So far, all the SAL models of Fischer’s protocol we have discussed gave explicit values to the two protocol
parametergleltal anddelta2. It is also possible to analyze the protocol without assigning specific
values to these parameters. We just need to specify that the two parameters satisfy the coebtraint

< delta2. This can be done by relying on the SAL type system, and declaring the two constants as
follows:

deltal: {x: REAL | 0 < x};

delta2: {x : REAL | deltal < x};

Thus,deltal is an arbitrary positive real antk1ta2 is an arbitrary real larger thaieltal.

With this modification, the mutual exclusion property can be proved exactly as before. The perfor-
mance obtained with ICS is analoguous to the verification with explicit constants. All instances with
N < 45 can be verified, and the largest verified example hashNize54. The proof can also be done
with CVC or SVC for small examples. UCLID cannot be used, as the theory decided by UCLID — the
so-calledseparation logic— is not expressive enough for dealing with uninterpretetital anddeltaz2.

For example, lemmaime_aux?2 is not in the separation logic deltal is uninterpreted.
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[ ta0] tal] ta2] ta3 | lal [ me] total |
0.60 0.57 0.61 0.68 0.69 0.44 3.59
0.76 0.74 0.77 1.04 0.98 0.56 4.85
0.95 0.94 0.99 1.54 1.29 0.72 6.43
1.17 1.15 1.20 2.07 1.70 0.87 8.16

1.36 136 | 1.40 3.08 2.06 1.03 10.29
1.52 1.52 1.63 2.75 2.49 1.23 11.14
1.83 185 | 1.97 4.10 2.99 1.52 14.26
2.00 1.96 | 2.20 3.94 3.74 | 175 15.59
10 230 | 231| 243 9.29 451 | 2.03 22.87
11 244 | 248 | 283 8.04 576 | 2.37 23.92
12 275 | 276 | 3.21 6.60 526 | 2.70 23.28
13 3.00| 3.09| 359 10.83 6.28 | 3.01 29.80
14 3.19| 320 | 3.78 9.35 6.87 | 3.03 29.42
15 353 | 354 | 4.29 11.03 8.00 | 3.42 33.81
16 3.82 | 3.74| 4.60 16.00 8.82 | 3.68 40.60
17 420 | 432| 520 17.82 | 10.12| 4.15 45.81
18 455| 463 | 553 | 20.62| 1158 | 4.66 51.57
19 477 | 494 | 6.14| 2068| 12.63| 5.18 54.34
20 513 | 5.05| 6.61 18.14 | 13.12| 5.72 53.77
21 528 | 539| 6.90| 7431| 15.32| 6.19 113.39
22 581 | 5.92 776 | 2784 | 16.35| 6.73 70.41
23 6.23 | 6.34 | 840 | 279.63| 18.66 | 6.64 325.90
24 6.66 | 6.76 | 9.18 | 44.88| 20.60| 7.98 96.06
25 717| 689 | 9.74| 88.71| 20.39| 7.86 140.76
26 7.68 | 7.38| 1033 | 50.27| 2233 | 831 106.30
27 7.77 | 8.03| 11.31 | 126.88| 24.20| 9.16 187.35
28 8.20 | 8.37 | 12.02 | 119.04 | 25.64 | 9.77 183.04
29 8.73 | 875 | 12.61 | 111.68| 28.49 | 10.79 181.05
30 935 | 954 | 14.20 | 252.60 | 29.14 | 11.76 326.59
31 9.49 | 10.16 | 15.29 | 56.38 | 36.49 | 12.29 140.10
32 || 10.15| 10.82 | 15.85 | 120.48 | 35.32 | 12.85 205.47
33 || 11.24| 11.05| 17.04 | 141.23 | 37.03 | 14.02 231.61
34 || 10.89 | 11.85| 18.10 | 591.98 | 40.96 | 13.22 687.00
35 || 11.52 | 12.22 | 19.64 | 199.78 | 47.40 | 14.34 304.90
36 || 12.18 | 12.54 | 20.56 | 444.16 | 46.59 | 15.24 551.27
37 || 12.54 | 13.41 | 21.78 | 586.76 | 56.08 | 16.67 707.24
38 || 13.80 | 14.16 | 23.02 | 401.76 | 57.94 | 17.30 527.98
39 || 13.56 | 13.61 | 24.38 | 738.99 | 66.67 | 18.24 875.45
40 || 14.15| 14.42 | 26.24 | 346.09 | 60.29 | 19.69 480.88
41 || 14.69 | 15.07 | 27.61 | 391.54 | 65.05| 21.03 534.99
42 || 15.72 | 16.14 | 29.34 | 288.12| 67.82 | 20.83 437.97
43 || 16.02 | 16.76 | 31.69 | 206.23 | 81.03 | 22.10 373.83
44 || 16.38 | 17.49 | 32.98 time 89.77 | 21.16 N/A
45 || 17.26 | 17.68 | 36.84 | 623.13 | 78.31 | 22.26 795.48
46 || 18.75| 19.12 | 36.64 | 967.27 | 95.39 | 23.71 || 1160.88
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47 || 17.32 | 17.48 | 37.23 time | 112.34 | 24.93 N/A
48 || 19.88 | 18.39 | 43.23 time | 133.98 | 26.14 N/A
49 || 18.66 | 20.48 | 41.96 time | 102.78 | 27.37 N/A
50 || 19.46 | 21.34 | 44.19 | 927.81 | 104.09 | 29.23 || 1146.12
51 || 20.25 | 21.04 | 46.94 time | 132.29 | 29.85 N/A
52 || 21.73 | 22.13 | 50.98 time | 115.19 | 31.98 N/A
53 || 22.25| 23.13 | 53.21 | 689.94 | 137.64 | 32.63 958.80
54 || 23.38 | 23.72 | 61.39 time | 187.79 | 33.18 N/A

Table 3.5: Proof Times Using ICS 2.0, Revised Specifications
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3.3 The Train-Gate-Controller Revisited

The SAL specification for the train-gate-controller example from Seffion 2 is a direct translation from the
timed automata model. We now examine a timeout-automata model of the same example. This illustrates
a slight generalization that can be useful when components synchronize on simultaneous actions.

The components of the train-gate-controller communicate via astinohronization Edges labeled
with the same event correspond to actions that must happen simultaneously. This was modeled in SAL by
using a global typactions, that comprises all the actions of the system. To model this form of synchro-
nization using timeout automata, we use a message-passing approach, where messages are communicated
with zero delay. For example, therain sends thecontroller the signalapproach. Upon receiving
this signal thecontroller sends another signal fmwer the gate. The typeSIGNAL contains all the
signals necessary for the communication between the three components.

SIGNAL: TYPE = {approach, exit, lower, raise};

As in the model we used for Fischer's protocol, a global varialilee keeps the current time and
the variablestime_out[i] contain the time when the next discrete transition of tttecomponent is
scheduled to occur. Here, the indexs used to enumerate the three components, thatisrepresents
thetrain componenti=2 thegate, and finallyi=3 thecontroller.

The clock module is responsible for performing the time-progress transitions, by advancing time
up to the next timeout when a discrete transition is due. This information is provided as input from the
train, thegate, and thecontroller. The functiormin computes the new value afime as minimum
of time_out[1], time_out[2], time_out[3]. This value is then communicated to every component,
through the output variableime. In the case of the train gate controller, the clock module is an extension
of the basic clock structure as depicted in Figuré 3.3, with two additional global Boolean vardhlgs,
andflag2. These variables are used to coordinate the time-progress steps; after a component has sent a
signal, time is not allowed to elapse until the signal has been received. This models communication via
instantaneous message passing. The values of the two flags are maintained by the three components.

tgc: CONTEXT =
BEGIN
SIGNAL: TYPE = {approach, exit, lower, raise};
TIME: TYPE = REAL;
N: NATURAL = 3;
INDEX: TYPE = [1..N];
TIMEOUT_ARRAY: TYPE = ARRAY INDEX OF TIME;

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
GLOBAL flagl, flag2: BOOLEAN
OUTPUT time: TIME
INITIALIZATION
time = 0
TRANSITION
[ time_elapses:
time < min(time_out) AND (NOT flagl) AND (NOT flag2)
--> time’ = min(time_out) ]
END;

END
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The input variabletime is the output variable oflock. This variable controls the current time. The
train has two output variablesimeout contains the time when the next discrete transition is enabled,
while msg1 is the message signaled to #tentroller.

train: MODULE =
BEGIN
INPUT
time: TIME
OUTPUT
timeout: TIME,
msgl: SIGNAL,
GLOBAL flagl: BOOLEAN
LOCAL
t_state: T_STATE
INITIALIZATION
t_state = t0;
timeout IN { x: TIME | time < x };
flagl = FALSE

The discrete transition of the train automaton are specified as follows. One must ensure that every step
is performed at the corresponding time point, which is guaranteed by the constraint= timeout
associated with every transition. For example, in the transition ft®ro t1 the train outputs the signal
approachrisgl’ = approach), sets the Boolean variabfdagl to true (flagl’ = TRUE), and the new
value of timeout determines when the next discrete step will be taken. tileout is updated non-
deterministically to any time in the intervat{ime + 2, time + 5]. This reflects the constraints imposed
by the invariant of location1 and the guard of the edge frot1 to t2 in the timed automata model of

Figurg2.1.

TRANSITION
[ tO_tl:
t_state = t® AND time = timeout -->
t_state’ = tl;
msgl’ = approach;
flagl’ = TRUE;
timeout’ IN {x: TIME | time + 2 < x AND x <= time + 5}

The controller hasmsgl as an input variable, over which it receives signals fromtth&in, and
msg2 as an output, with which it sends signals to e e.

controller : MODULE =
BEGIN
INPUT
time: TIME,
msgl: SIGNAL,
OUTPUT
timeout: TIME,
msg2: SIGNAL
GLOBAL flagl, flag2: BOOLEAN

Upon receiving the signal approach from the traitsgl = approach and flagl is true), the
controller moves to locatiorr1, setsflagl to false, and increases itimeout variable. On the tran-
sition fromc1 to c2 the controller sends the lower signal to the gateg@’ = lower) and setsflag2 to
true.
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TRANSITION

[ cO_cl:
c_state = c® AND msgl = approach AND flagl -->
c_state’ = cl;
flagl’ = FALSE;
timeout’ = time + 1
[1 cl_c2:
c_state = cl AND time = timeout -->
c_state’ = c2;
msg2’ = lower;

flag2’ = TRUE;
timeout’ IN {x: TIME | time < x}

The gate changefl ag? to false after receiving thesg2 = lower signal.

TRANSITION
[ g0_gl:
g_state = g0 AND msg2 = lower AND flag2 -->
g_state’ = gl;
flag2’ = FALSE;
timeout’ IN {x: TIME | time < x AND x <= time + 1}

The three components are composed asynchronously (i.e., usifig tperator in SAL). TheiITH
construction introduces a new state variahi@e_out as an array for the output state variabtésieout
used in each component. TRENAME construction picks out the member of théme_out array to be
wired up to the corresponding component.

tgc_module: MODULE =
WITH OUTPUT time_out: TIMEOUT_ARRAY
(RENAME timeout TO time_out[1] IN train)
[1
(RENAME timeout TO time_out[2] IN gate)

[1
(RENAME timeout TO time_out[3] IN controller);

Finally, thetgc_module is composed asynchronously with thkock.

system: MODULE = clock [] tgc_module;

The safety property of the train gate controBeife is specified as in Secti¢r 2, and can be proved by
k-induction at depth 14 in 46.15 seconds. Other interesting properties can be specified that describe the
timing behavior of the train gate controller system.

time_auxl: LEMMA system |- G(FORALL (i:INDEX): time <= time_out[i]);

time_aux2: LEMMA system |- G(t_state = t2 => time_out[1l] - time <= 5);

time_aux3: LEMMA system |- G((t_state = tl AND g_state = gl) =>
time_out[1] > time_out[2]);
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Chapter 4

Calendar Automata

Timeouts are convenient for application like Fischer's protocol, whegeocesse®, . .., pn cOmMmuni-
cate via shared variables that they read or write independently. Prpchas full control of its local
timeout, which determines whegm performs its transitions. Other processes have no accexs's tane-

out and their actions cannot impagtuntil it “wakes up”. To model interaction via message passing with
transmission delays, we aéglent calendarto our transition systems.

A calendar is a finite set (or multiset) of the fofn= {{e1,11),..., (e, tn)}, Where eacl is an event
andt; is the time when evers is scheduled to occur. Alis are real numbers. We denote by raij(
the smallest number amor, ..., t,} (with min(C) = + if C is empty). Given a real, we denote by
Evy(C) the subset of that contains all events scheduled at time

Ew(C) = {e.t)lti=u A (a,t)eC}

As before, the state variables of a calendar-based systenciude a real-valued variabtehat denotes
the current time and a finite s€tof timeouts. In addition, one state variallstores a calendar. These
variables control when discrete and time-progress transitions are enabled, according to the following rules:

e In all initial stateo-, we haver(t) < min(o(T)) ando(t) < min(o(c)).

¢ In a states, time can advance if and only if(t) < min(o(T)) ando(t) < min(o(c)). A time
progress transition updatéso the smallest of minf(T)) and ming-(c)), and leaves all other state
variables unchanged.

e Discrete transitions are enabled in states whtg = min(o(T)) or o(t) = min(o(c)) and must
satisfy the following requirements:

o

o(t) = o'(t)

forally e T we haveo’(y) = a(y) or o’ (y) > o’ (t)

if o(t) = min(o(©)) then Evs(5(0”()) € EVirgy((0))

there isx € T such thato(x) = of(t) ando’(x) > o’'(t), or we have Eyy(o'(c)) c
EVo(y(o()).

These constraints ensure tlgt) < min(o(T)) ando(t) < min(o(c)) are invariants: timeout values and
the occurrence time of any event in the calendar are never in the past. Discrete transitions are enabled
when the current time reaches the value of a timeout or the occurrence time of a scheduled event. The

[e]

(e]

[e]
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Figure 4.1: TTA cluster and TDMA schedule.

constraints on timeout are the same as before. In addition, a discrete transition may add events to the
calendar, provided these new events are all in the future. To prevent instantaneous loops, every discrete
transition must either consume an event that occurs at the current time or update a timeout as discussed
previously.

Calendars are useful for modeling communication channels that introduce transmission delays. An
event in the calendar represents a message being transmitted and the occurrence time is the time when the
message will be received. The action of sending a megseagea procesg; is modeled by adding the
event ‘p; receivean’ to the calendar, which is scheduled to occur at some future time. Message reception
is modeled by transitions enabled when such event occurs, and wiiests éclude removing the event
from the calendar. From this point of view, a calendar can be seen as a set of messages that have been sent
but have not been received yet, with each message labeled by its reception time.

The main benefit of timeouts and calendars is the simple mechanism they provide for controlling how
far time can advance. Time progress is deterministic. There are no states in which both time-progress and
discrete transitions are enabled, and any state in which time progress is enabled has a unigque successor:
time is advanced to the point where the next discrete transition is enabled. This semantics ensures maximal
time progress without missing any discrete transitions. A calendar-based model never makes two time-
progress transitions in succession and there are no idle steps. All variables of the systems evolve in discrete
steps, and there is no need to approximate continuous dynamics by allowing arbitrarily small time steps.

4.1 The TTA Startup Protocol

The remainder of this report describes an application of the preceding modeling principles to the TTA
fault-tolerant startup protocol [SRSR04]. TTA implements a fault-tolerant logical bus intended for safety-
critical applications such as avionics or automotive control functions. In normal opersticomputers

or nodes share a TTA bus using a time-division multiple-access (TDMA) discipline based on a cyclic
schedule. The goal of the startup algorithm is to bring the system from the power-up state, in which the
N computers are unsynchronized, to the normal operation mode in which all computers are synchronized
and follow the same TDMA schedule. A TTA system or “cluster” with four nodes and the associated
TDMA schedule are depicted in Figyre 4.1. The cluster has a star topology, with a central hub or guardian
forwarding messages from one node to the other nodes. The guardian also provides protection against
node failures. It prevents faulty nodes from sending messages on the bus outside their allocated TDMA
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Figure 4.2: State-machine of the TTA node startup algorithm

slot and, during startup, it arbitrates message collisions. A full TTA system relies on two redundant hubs
and can tolerate the failure of one of them [SRSPO04].

The startup algorithm executed by the nodes is described schematically in [Fidure 4.2. When a node
i is powered on, it performs some internal initializations in the state, then it transitions to thesten
state and listens for messages on the bus. If the other nodes are already synchronized, they each send an
frameduring their TDMA slot. If node receives such a frame while in theren state, it can immediately
synchronize with the other nodes and moves tathe'e state (transition 2.2). After a dela{}s‘e“, if i has
not received any message, it sendsdrame(coldstart frame) to initiate the startup process and moves to
thecovLpstarrt State (transition 2.1). Nodelso entersoLpstarr if it receives a cs-frame from another node
while in thelisten state. IncoLpstart, nodei waits for messages from other nodesi éceives either
an i-frame or a cs-frame, then it synchronizes with the sender and entarsitiestate. Otherwise, if no
frame is received within a delaz;fo'dsm, theni sends a cs-frame and loops backdopstarr (transition
3.1). Theacrive state represents normal operation. Every node in this state periodically sends an i-frame,
during its assigned TDMA slot. The goal of the protocol is to ensure that all nodes inttive state are
actually synchronized and have a consistent view of where they are in the TDMA cycle.

The correctness of the protocol depends on the relative values of the d}'él%[yandrico'd“a”. These
timeouts are defined as follows:

i startu
T!lsten 2Tround T p

i
startu
T;:oldstart — _[_round_'_.l.i p

+

wherer™ " is the round duration anef®"® is the start of’s slot in a TDMA cycle. Nodes are indexed
from 1 toN. For a fixed slot time we then have ™™ = (i — 1).r andr™u"d = N.z.

4.2 A Simplified Startup Protocol in SAL

We now consider the SAL specification of a simplified version of the startup protocol, where nodes are
assumed to be reliable. Under this assumption, the hub has a limited role. It forwards messages and
arbitrates collisions, but does not have any fault masking function. Since the hub has reduced functionality,
it is not represented by an active SAL module but by a shared calendar.
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IDENTITY: TYPE = [1 .. N];
TIME: TYPE = REAL;
message: TYPE = { cs_frame, i_frame };

calendar: TYPE = [#
flag: ARRAY IDENTITY OF bool,
content: message,
origin: IDENTITY,
send, delivery: TIME
#1;

empty?(cal: calendar): bool = FORALL (i: IDENTITY): NOT cal.flag[i];

i_frame_pending?(cal: calendar, i: IDENTITY): bool =
cal.flag[i] AND cal.content = i_frame;

bcast(cal: calendar, m: message, i: IDENTITY, t: TIME): calendar =
IF empty?(cal) THEN
(# flag := [[j: IDENTITY] j /= il,

content := m,

origin :=1i,

send := t,

delivery := t + propagation #)
ELSE cal WITH .flag[i] := false
ENDIF;

consume_event (cal: calendar, i: IDENTITY): calendar =
cal WITH .flag[i] := false;

Figure 4.3: Calendar Encoding for the Simplified Startup Protocol

4.2.1 Calendar

In TTA, there is never more than one frame in transit between the hub and any node. To model the hub,
it is then suficient to consider a bounded calendar that contains at most one event per node. To simplify
the model, we also assume that the transmission delays are the same for all the nodes. As a consequence,
a frame forwarded by the hub reaches all the nodes (except the sender) at the same time. All events in
the calendar have then the same occurrence time and correspond to the same frame. These simplifications
allow us to specify the calendar as shown in Figuré 4.3.

A calendar stores a frame being transmittedn(tent), the identity of the sendevftigin), and the
time when the frame was sentefnd) and when it will be delivereddelivery). The boolean arra§lag
represents the set of nodes that are scheduled to receive the frame. Example operations for querying
and updating calendars are shown in Fiduré 4.3. Fundét@st is the most important. It models the
operation “node broadcasts framen at timet” and shows how collisions are resolved by the hub. If the
calendar is empty whenattempts to broadcast, then frames stored and scheduled for delivery at time
t + propagation and all nodes exceptare scheduled to receiva. If the calendar is not empty, then the
frame fromi collides with a framen’ from another node, namely, the one currently stored in the calendar.
The collision is resolved by giving priority tor and dropping’s frame. In addition, nodeis removed
from the set of nodes scheduled to receivebecause channels between hub and nodes are half-duplex:
sincei is transmitting a framen, it cannot receivar.
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4.2.2 Nodes

Figure[4.4 shows fragments of a node’s specification in SAL. fidie module is parameterized by a
node identityi. It reads the currentime via an input state variable, has access to the global caleadar

that is shared by all the nodes, and exports three output variables corresponding to it$reoalt, its
current staterc, and its view of the current TDMA1lot. The transitions specify the startup algorithm

as discussed previously using SAL's guarded command language. The figure shows two examples of
transitions:1isten_to_coldstart is enabled when time reachesde[i]’s timeout while the node is

in theuisten state. The node enters the pstart State, sets its timeout to ensure it will wake up after a
delayric"'ds‘a“, and broadcasts a cs-frame. The other transition models the reception of a cs-frame while
node[i] is in thecoLpstarT State. Nodé synchronizes with the frame’s sender: it sets its timeout to the
start of the next slot, compensating for the propagation delay, and selsiténdex to the identity of the
cs-frame sender.

PC: TYPE = { init, listen, coldstart, active };

node[i: IDENTITY]: MODULE =

BEGIN
INPUT time: TIME
OUTPUT timeout: TIME, slot: IDENTITY, pc: PC
GLOBAL cal: calendar

INITIALIZATION
pc = init;
timeout IN { x: TIME | time < x AND X < max_init_time};

TRANSITION

[1 listen_to_coldstart:
pc = listen AND time = timeout -->
pc’ = coldstart;
timeout’ = time + tau_coldstart(i);
cal’ = bcast(cal, cs_frame, i, time)

[1 cs_frame_in_coldstart:
pc = coldstart AND cs_frame_pending?(cal, i) AND time = event_time(cal, i) -->
pc’ = active;
timeout’ = time + slot_time - propagation;
slot’ = frame_origin(cal, i);
cal’ = consume_event(cal, i)

Figure 4.4: Node Specification

4.2.3 Full Model

The complete startup model is the asynchronous compositimofles and a clock module that manages
thetime variable. The clock’s input includes the shared calendar and the timeout variable from each node.
The module makes time advances when no discrete transition from the nodes is enabled, as discussed in
Sectior 4.
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Becausetime cannot advance beyond the calendar’s delivery time, the full model ensures that all
pending messages are received. For example, transidiofirame_in_coldstart of Figure[4.4 is en-
abled whentime is equal to the frame reception tinreeent_time(cal, i). Leto be a system state
where this transition is enabled. Since the delivery times are the same for all nodes, the same transition is
likely to be enabled for other nodes too. Let’s then assumecthadirame_in_coldstart is also enabled
for nodej in stateo. In general, enabling a transition does not guarantee that it will be taken. However,
the model preventsime from advancing as long as the frame destined farthe frame destined fgris
pending. This forces transitioss_frame_in_coldstart to be taken in both nodieand nodej. Since
nodes are composed asynchronously, the transitions ofiraotkj will be taken one after the other from
stateo, in a non-deterministic order. For the same reason, transitions that are enabled on a condition of
the formtime = timeout are all eventually taken. Timeouts are never missed.

4.3 Protocol Verification

4.3.1 Correctness Property

The goal of the startup protocol is to ensure that all the nodes that aredorthe state are synchronized
(safety) and that all nodes eventually reach sbeve state (liveness). We focus on the safety property.
Our goal is to show that the startup model satisfies the following LTL formula with linear arithmetic
constraints:

synchro: THEOREM
system |-
G(FORALL (i, j: IDENTITY): pc[i] = active AND pc[j] = active AND
time < time_out[i] AND time < time_out[j] =>
time_out[i] = time_out[j] AND slot[i] = slot[j])

This says that any two nodes in stataive have the same view of the TDMA schedule: they agree on

the current slot index and their respective timeouts are set to the same value, which is the start of the next
slot. Because nodes are composed asynchronously, agreement biemegris not guaranteed at the
boundary between two successive slots, white = time_out[i] or time = time_out[j] holds.

4.3.2 Proof by Induction

A direct approach to proving the above property iskheduction method supported lpl-inf-bmec. A
first attempt withk = 1 immediately shows that the property is not inductive. Increasitiges not seem
to help. The smallest possible TTA system has two nodes, and the corresponding SAL model has 13 state
variables (5 real variables, 6 boolean variables, and 2 bounded integer vaﬂh@hessmis minimal TTA
model,k-induction at depth up tk = 20 still fails to prove the synchronization property.

However, as long as the number of nodes remains small, we can prove the properiinsinction
and a few auxiliary lemmas:

time_auxl: LEMMA
system |- G(FORALL (i: IDENTITY): time <= time_out[i]);

time_aux2: LEMMA
system |- G(empty?(cal) OR
(cal.send <= time AND time <= cal.delivery));

1The variableslot of each process stores an integer in the interva¥]1
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delivery_delayl: LEMMA
system |- G(FORALL (i: IDENTITY):
event_pending?(cal, i) =>
event_time(cal, i) = cal.send + propagation);

The first two lemmas are invariants that hold for any calendar-based model, the other is an obvious relation
between the transmit and reception time of messages. These lemmas are all inductive; they can be proved
automatically bysal-inf-bmc usingk-induction at depth 1.

ForN = 2, we can then show that the synchronization property holds with the following command:

sal-inf-bmc -v 3 -d 8 -i -1 time_auxl -1 time_aux2
-1 delivery_delayl simple_startup4 synchro
proved.
total execution time: 80.35 secs
This instructssal-inf-bmc to perform a proof byk-induction at depth 8 using the three lemmas. With

N = 3, an inductive proof at depth 14 with the same lemmas fails; the execution time is of the order of
2 hours. With higher depthsal-inf-bmc runs out of memory, or the user runs out of patience.

4.3.3 Proof via Abstraction

The previous verification uses only induction and is straightforward, but it has a major limitation: it works
only for N = 2. The last step in the proof is not scalable as the induction depth required increases with
the number of nodes. To analyze the protocol with a larger number of nodes, we need a less expensive
proof method. Since all we can do is proof by induction, our strategy is to strengthen the invariant. We
are looking for an invariant that implies propertgynchro, and can be proved wittal-inf-bmc using
induction at depth 1.

To obtain an appropriatg, we use the method proposed by Rushby [RUs00]. Given a transition system
M =(S, |, —), this method amounts to constructing an abstractiomdbr verification diagram [MP94])
based om state predicated (o), ..., An(o). The abstraction is a transition systevy = (So, lg, —0)
with state spac&y = {ai,...,a,}. The abstract states are in a one-to-one correspondence with the
predicates. Then, the systemy is a correct abstraction g¥1 if two properties are satisfied:

e For all stater of I, there is an abstract staagof |y such thati; (o) is satisfied.

e For every abstract statg, the following formula holds:
YoeS, o eS:A(c) Aho—=od = Ad) Vv ... Alo),
wherea;,, . .., a;, are the successors afin Mo.

Less formally, the abstract system makes statements adaitthe form “if A is true in the current state,
then the next state will satist;, or ...orA;”. It also states that some of the predicates.. ., A, are
true in all the initial states oM. If the abstraction is correct, then clearly the disjunctiany ... v A, is
an inductive invariant oM.
This form of abstraction has two interests for our purposes. First, it is often relatively easy for the user
to find adequate predicatds, ..., A, by “tracing” the execution oM. Second, it is possible to prove
that a candidate abstraction is correct ussad@-inf-bmc. We illustrate this approach on the simplified
startup algorithm.
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Figure 4.5: Verification Diagram for the Simplified Startup

Discovering the abstraction: By examining how the startup protocol works, one can decompose its
execution into successive phases, as shown below:

No active nodes At least one active node

Al A2 A3 A4 A5 A6 A5 A6

I I I I I I I I .
0 cs—-frame cs-frame i-frame i~frame time

In the first phase, Al, all nodes are either in tie or Listen states and no frame is sent. Phase A2 starts
when one node entersipstart and broadcasts a cs-frame, and ends when that frame is transmitted.
Collisions may occur in phase A2 as several nodes may broadcast a cs-frame at approximately the same
time. In phase A3, at least one node is in thepstarr state, and all nodes are waiting. In A4 a second
cs-frame is sent. By definition of the delayf8'%'a" no collision can occur in A4. After A4, all the nodes
that have received the second cs-frame become active. This leads to phase A5, in which at least one node
is active. Phase A6 corresponds to the transmission of an i-frame by an active node. After A6, the system
returns to phase A5, and so forth.

The six phases Al to A6 form the basis of our abstraction. For example, the abstraction palicate
is defined in SAL as a boolean state variable as follows:

A2 = cs_frame?(cal) AND pc[cal.origin] = coldstart

AND (FORALL (i: IDENTITY):

pc[i] = init OR pc[i] = listen OR pc[i] = coldstart)
AND (FORALL (i: IDENTITY): pc[i] = coldstart =>

NOT event_pending?(cal, i)

AND time_out[i] - cal.send >= tau_coldstart(i)

AND time_out[i] - time <= tau_coldstart(i))
AND (FORALL (i: IDENTITY): pc[i] = listen =>

event_pending?(cal, i)

OR time_out[i] >= cal.send + tau_listen(i));

Figure[4.5 shows the abstract system derived from Al to A6. The transitions specify which phases may
succeed each other. Every abstract state is also its own successor but we omit self loops from the diagram
for clarity.

Proving that the abstraction is correct: Several methods can be used for proving in SAL that the
diagram of Figurg 415 is a correct abstraction of the startup model. The fiogtre technique is to build

a monitor module that corresponds to the candidate abstraction extended with an error state. The monitor
is defined in such a way that the error state is reached whenever the startup model performs a transition
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that, according to the abstraction, should no occur. For example, the monitor includes the following
guarded command which specifies the allowed successors of abstraabstate

state = a2 -->
state’ = IF A2’ THEN a2 ELSIF A3’ THEN a3 ELSE bad ENDIF

wherebad is the error state. This corresponds to the diagram of Fjgufea2.Bnda3 are the only two
successors af2 in the diagram. The abstraction is correct if and only if the error state is not reachable, that
is, if the propertystate /= bad is invariant. Furthermore, if the abstraction is correct, this invariant is
inductive and can be proved automatically witil - inf-bmc usingk-induction at depth 1. This requires
the same auxiliary lemmas as previously and an additional lemma per abstract state.

To summarize, our proof of the startup protocol is constructed as follows:

e An abstractor module defines the boolean variables to A6 from the state variables of the
concretetta module.

¢ A monitor module whose input variables aké to A6 specifies the allowed transitions between
abstract states.

e We then construct the synchronous composition of the module, theabstractor, and the
monitor.

e We show that this composition satisfies the invariant propetytate /= bad), by induction
usingsal-inf-bmc.

e Finally, usingsal-inf-bmc again, we show that the previous invariant implies the correctness

propertysynchro.
4.3.4 Results
Simplified Startup Fault-Tolerant Startup

N lemmas| abstract.| synchro total || lemmas| abstract.| synchro total
2 34.85 491 3.97 43.73 166.82 31.19 10.60 | 208.61
3 55.38 14.13 7.02 76.53 234.53 71.44 25.38| 331.35
4 87.56 31.56 10.76 | 129.88| 324.94 154.50 67.45| 546.89
5 111.23| 117.89 17.86 | 246.98| 432.71 456.42| 168.75| 1057.88
6 154.92| 334.31 26.53| 515.76| 547.51 731.60| 346.35| 1625.46
7 197.62| 642.72 33.41| 873.75 739.17 | 1143.48| 648.49| 2531.14
8 255.07 | 1400.34 45.08 | 1700.49| 921.85| 1653.10| 1100.38| 3675.33
9 316.36| 2892.85 56.84 | 3266.05| 1213.51| 3917.37| 1524.91| 6655.79

10 378.89 | 4923.45 84.79 | 5387.13|| 1478.82| 4943.18| 3353.97| 9775.97

Table 4.1: Verification Times

Table[4.] shows the runtime shl-inf-bmc when proving the correctness of the simplified TTA
startup protocol, for dierent numbers of nodes. The runtimes are given in seconds and were measured
on a Dell PC with a Pentium 4 CPU (2 GHz) and 1 Gbyte of RAM. The numbers are grouped in three
categories: proof of all auxiliary lemmas, proof of the abstraction, and proof of the synchronization
property. For small numbers of hodes (less than 5), proving the lemmas is the dominant computation cost,
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not because the lemmas are expensive to prove but because there are several of them. For larger numbers
of nodes, checking the abstraction dominates.

Using the same modeling and abstraction method, we have also formalized a more complex version
of the startup algorithm. This version includes an active hub that is assumed to be reliable, but nodes may
be faulty. The verification was done under the assumption that a single node is Byzantine faulty, and may
attempt to broadcast arbitrary frames at any time. With a TTA cluster of 10 nodes, the model contains 99
state variables, of which 23 variables are real-valued. The simplified protocol is roughly half that size.
For a cluster of 10 nodes, it contains 52 state variables, of which 12 ar@]reals.

Other noticeable results were discovered during the proofs. In particular, the frame propagation delay
must be less than half the duration of a slot for the startup protocol to work. This constraint had apparently
not been noticed before. Our analysis also showed that the conﬁt%ﬁ‘ﬁ'tdo not need to be distinct for
the protocol to work, as long as they are all at least equal to two round times.

2The full specifications are available lattp: //www.sdl.sri.com/users/bruno/sal/. The simplified model is given in
Appendbﬁ.
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Chapter 5

Conclusion

We have described fierent methods for specifying and analyzing timed systems in SAL. In particular,

we have presented a novel approach to modeling real-time systems based on calendars and timeouts.
This approach enables one to specify dense-timed models as standard state-transition systems with no
continuous dynamics. As a result, it is possible to verify these timed models using general-purpose tools
such as provided by SAL. We have illustrated how the SAL infinite-state bounded model checker can be
used as a theorem prover tiiieiently verify timed models. Two main proof techniques were used: proof

by k-induction and a method based on abstraction and verification diagrams. By decomposing complex
proofs in relatively manageable steps, these techniques enable us to verify a non-trivial example of fault-
tolerant real-time protocol, namely the TTA startup algorithm, with as many as ten nodes.

This analysis extends previous work by Steiner, Rushby, Sorea, and Rfeifer [SRSP04] who have veri-
fied using model checking a discrete-time version of the same algorithm. They modeled a full TTA cluster
with redundant hubs, and their analysis showed that the startup protocol can tolerate a faulty node or a
faulty hub. This analysis went beyond previous experiments in model-checking fault-tolerant algorithms
such as[[YTKOL] and| [BFG02] by vastly increasing the number of scenarios considered. It achieved
suficient performance to support design exploration as well as verification.

Lonn and Pettersson [LP97] consider startup algorithms for TDMA systems similar to TTA, and verify
one of them using UPPAAL [LPY97]. Their model is restricted to four nodes and does not deal with faults.
Lonn and Pettersson note that extending the analysis to more than four nodes will befiaurlt,dis the
verification of a four nodes was close to exhausting the 2 Gbyte memory of their computer, and because
of the exponential blowup of model checking timed automata when the number of clocks increases.

The model and verification techniques presented here can be extended in several directions, including
applications to more complex versions of the TTA startup algorithm with redundant hubs, and verification
of liveness properties. Other extensions include theoretical studies of the calendar-automata model and
comparison with timed automata.
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Appendix A

An Overview of SAL

We give a brief overview of the main features of the SAL language and verification tools. More complete
descriptions can be found in [dMOS03] and [dMAH]. The SAL system and documentation can be
downloaded ehttp://sal.csl.sri.com.

A.1 Specification Language

In SAL, specifications are organized in modules catledtexts Figurg A.1 shows the contegtterson

that describes Peterson’s mutual exclusion algorithm [Pet81]. The specification is contained in the file
peterson.sal; the names of the file and the context must match. géeerson example illustrates

the syntax of the SAL language and the general organization of typical SAL contexts. First, a context
introduces a number of types, constants, and possibly function definitions. Then it defines one or more
state-transition systems callesbdules These definitions are followed by a set of lemmas or theorems
about the modules.

In Figure[A.], the context starts by defining an enumerated Rgpavhich consists of the three ele-
mentssleeping, trying, andcritical. This definition is followed by the description of a base module
calledprocess. Another module calledystem is then constructed as the asynchronous composition of
two instances oprocess. The rest of the context lists a number of theorems abpsit em.

Base Modules and Guarded Commands

The description of a base module includes the module’s variables and parameigit&glaation section

that specifies initial values of these variables, artdhasition section that defines the module’s state-
transition relation. In most examples, the transition relation of a base module is defined using guarded
commands.

A base module’s variables and their types define the state space of the module. For example, the
state space of moduterocess is the set of all tuples of the forrxs, o, pc;, pc,), wherex; andx, are
booleans, anghc, and pc, are values of typ@®C. In SAL, a moduleM can have four disjoint sets of
variables:

e input variablescan be observed but not modified by,

e output variablesan be modified byl and can be observed but not modified by other modules;
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peterson: CONTEXT =
BEGIN
PC: TYPE = {sleeping, trying, critical};

process[tval : BOOLEAN]: MODULE =
BEGIN
INPUT pc2 : PC, x2 : BOOLEAN
OUTPUT pcl : PC, x1 : BOOLEAN
INITIALIZATION
pcl = sleeping
TRANSITION
[ wakening:
pcl = sleeping --> pcl’ = trying; x1’ = (x2 = tval)

[1 entering_critical:
pcl = trying AND (pc2 = sleeping OR x1 = (x2 /= tval))
--> pcl’ = critical

[1 leaving_critical:
pcl = critical --> pcl’ = sleeping; x1’ = (x2 = tval)

]

END;
system: MODULE =

process[FALSE]

[1
RENAME pc2 TO pcl, pcl TO pc2,
x2 TO x1, x1 TO x2 IN process[TRUE];

mutex: THEOREM system |- G(NOT(pcl = critical AND pc2 = critical));
invalid: THEOREM system |- G(NOT(pcl = trying AND pc2 = critical));
livenessbugl: THEOREM system |- G(F(pcl = critical));
livenessbug2: THEOREM system |- G(F(pc2 = critical));

livenessl: THEOREM system |- G(pc2 = trying => F(pc2 = critical));

END

Figure A.1: Example SAL Specification
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¢ local variablescan be modified by but are not visible to other modules;

¢ global variablesare shared between modules; they can be observed and modified by several mod-
ules.

For example, modulprocess can read but not update the two input varialples andx2. These variables
are controlled by the module’s environment. On the other hand, varightesind x1 are under the
module’s control. They can be observed but not modified by the environment.

A guarded command has the following form
<label>: <guard> --> <assignments>

The label is optional but helps identify the transition when SAL tools display execution traces (for exam-
ple, when model checkers display counterexamples to LTL properties). The guard is a boolean condition
that specifies when the transition is enabled, and the assignments define how the transition updates the
module’s variables. Primed variables refer to the “new” state and unprimed variables to the “old” state.
Any variable that does not occur primed in the assignment is not modified by the transition. For example,
transitionwakening of Figure[A.1 is as follows

wakening: pcl = sleeping --> pcl’ = trying; x1’ = (x2 = tval)

It is enabled in any statewhere the conditiopcl = sleeping is satisfied. From such as) transition
wakening moves the module to a new statewvherepcl is equal totrying and wherex1 is true if x2
was equal tacval in states or false otherwise. The componentg2 andx2 are left unchanged by the
transition; they have the same valuesirand ins.

Theprocess module is deterministic as only one of its three guarded commands may be enabled in
any state. More generally, several guarded commands of a module may be enabled at the same time. In
such a case, one of them is chosen non-deterministically. Conversely, if all guards are false, the module
cannot perform any transition.

Composition Operators

SAL provides two composition operators for building complex systems from other modules. In Fig-
ure[A.], modulesystem is the asynchronous composition of two instancepmicess: one with the
parametettval instantiated ta&rALSE and the other with the parameter seTRYE.

Modules communicate via their common state variables, that is, via the input, output, and global
variables that have the same names. Itis possible to hide or rename variables to wire modules together. For
example, in the definition afystem, one must rename the input and output variablgsroftcess [TRUE]
so that the output variables pfocess[FALSE] are input toprocess[TRUE] and vice versa.

The asynchronous composition operator is denotefilbySAL also provides a synchronous compo-
sition operator denoted by . The two types of compositions can be freely mixed. For example, one may
construct a system as the synchronous composition of two modules, themselves built by asynchronous
composition of other submodules.

The composition operators have the usual semantics. In an asynchronous composition, only one mod-
ule makes a transition at a time. In a synchronous composition all modules must make simultaneous
transitions.
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Assertions
Properties are written as shown in Figlire]A.1, in the form

<property name>: THEOREM <module name> |- <temporal formula>

This asserts that a module satisfies a property written in temporal logic. Other keywordSIHOREM
can be used (e.gLEMMA or CLAINM). As far as the verification tools are concerned, there is no semantic
difference between claims, lemmas, and theorems, but fiileeedit keywords may help the user identify
more or less important properties.

In this report, we always linear-time temporal logic (LTL) to express properties, although SAL also
allows one to use CTL. The LTL modalities are denoted:lfiienceforth, F (eventually, andX (nex).

A.2 Analysis Tools

SAL is intended to be an open environment, in which it is easy to integrate a variety of analysis tools.
The current SAL distribution includes a translator from textual SAL specifications to XML, a lightweight
well-formedness checker, a deadlock checker, and several model checkers.

The most useful SAL tool for analyzing timed system is a bounded model checker for infinite-state
systems, that relies on the ICS decision procedures and solver. SAL also provides a bounded model
checker for finite state systems, which uses a SAT solver. The infinite-state bounded model checker
was developed at SRI by Leonardo de Moura and Harald Ruel3 and is based on lazy theorem proving
and lemmas on demand [dMRS$02, dMR(02a, dMR02b]. More details on the tools are availabte zt
//ics.csl.sri.com/|andhttp://sal.csl.sri.com/.

In general, a SAL state-transition systduis characterized by its state spaea set of initial states
I € X, and a transition relatiolm C X x X. Analysis tools such as the SAL bounded model checkers
represent the set of initial states and the transition relation symbolically as two predi{gatesdT (X, X').

A statex € X is an initial state if and only if it satisfies the predicé{g). A statex’ is a successor of by
the transition relatiof if and only if the pair &, xX’) satisfiesT (x, X’). Similarly, a state propert can be
represented symbolically via a predic&).

Bounded Model Checking

In its basic form, bounded model checking searches for counterexamples to a safety property. Given a
state-transition systerl = (X, 1, T) and a state propertl?, bounded model checking at degkhe N
amounts to finding a finite sequence of statgs. ., ¢ that satisfies the formula

¢ = 1(X0) AT(Xg, X1) Ao AT (X1, %) A =P(X). (A.1)

If such a sequence exists then one can concludeMhdbes not satisfyiP (written GP in SAL), since

Xk is reachable from the initial state and does not satisfl). Bounded model checking requires deter-
mining the satisfiability of a formula such as SAL provides two bounded model checkers that rely on
two different types of solvers. A bounded model checker for finite-state systathshmc, encodes a
transition system as boolean formulas and relies on a SAT solver. A bounded model checker for infinite
state systemsal-inf-bmc, encodes andT as quantifier-free first-order formulas that combines linear-
arithmetic constraints, boolean constraints, and equalities of terms built from uninterpreted functions. The
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satisfiability of the resulting formulais then determined by an external solver. The default solver @ ICS
butsal-inf-bmc can also use UCLIE,CVC[SVC[|and CVC Lite)]

With the formulag defined in[(A.1), bounded model checking searches for a siateat violatesP
and is reachable ik transition steps from one of the initial states. The unsatisfiability ofeans only
that no such state exists. It dosstimply that all the states reachable in fewer thesteps satisfyp. For
example, the system may deadlock aker 1 steps and have no trajectories of lengidt all, or it may
happen that all states reachablekisteps satisfyP, while some states reachablekn- 1 steps do not.
Thus, the absence of counterexamplesfoat depthk does not imply that no counterexample exists at a
lower depth. Although perfectly logical given the definitionggfthis may be somewhat unintuitive. One
may prefer searching for a sequence of stages ., X, that satisfies the following formula

o= 1) AT(X0, X1) Ao A T (X1, X) A ~(P(Xo) V ... V P(X)). (A.2)

If such a sequence exists, one can conclude as aboveRhanhot satisfied. There is a trajectory of length

k that passes through a stagethat violatesP. With this new formulation — angrovided trajectories

of length k exist— the absence of counterexample at ddptmplies the absence of counterexample at
lower depths. If the system deadlocks, and has no trajectory of l&ntiten bounded model checking at
depthk will answer “no counterexample found” for both formulations, but counterexamples may exist at
lower depths.

SAL gives the user options to choose between the two formulations of bounded model checking. With
the “iterative deepening” optiorsal-bmc andsal-inf-bmc uses formulap to search for a counterex-
ample tooP of minimal length: the satisfiability af is determined fok = 0, then fork = 1, and so forth,
until either a counterexample is found or a maximal deptk reached. In the default mode, both tools
use the other formulation and search for the satisfiability of formflar a user-specified depth

Bounded model checking is not limited to safety properties of the foRnThe SAL bounded model
checkers can find counterexamples to other LTL properties. This relies on a translation of LTL properties
to Biichi automata.

K-Induction

Bounded model checking searches for counterexamples of bounded length to an LTL property such as
oP. If no counterexample is found, one cannot conclude in generatifhds satisfied. In other words,
bounded model checking cannot prave. However, it can be easily adapted to support proofs by induc-
tion. This allows one to do more than searching for counterexamples and actually prove safety properties.

The standard induction rule for a propert? consists of proving that the following two formulas are
valid:

e Base case:
1(X) = P(X)

¢ Induction step:
P(X) A T(x,X) = P(X)

1http ://www.icansolve.com/

thtp 1//www-2.cs.cmu.edu/~uclid/
3h‘ctp ://verify.stanford.edu/CVC/
“http://verify.stanford.edu/SVC/
5http ://verify.stanford.edu/CVCL/
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This can be transformed into two satisfiability problems that can be solved using a SAT solver or a solver
such as ICS, provided the formulas belong to the theory that these tools can decide.

This induction rule can be generalized to induction at ddp(k-induction) for anyk € N. The
k-induction rule is as follows:

e Base case:
[(X0) A T(X0, X1) A ... AT (X2, Xk-1) = P(X0) A ... A P(X-1)

e Induction step:
P(X0) A T(X0, X1) A ... A T(Xie2, Xk-1) A P(Xie1) A T (X1, X) = P(%)

Again, the validity of both formulas can be determined using ICS or similar solvers. The previous rule is
the special case ¢finduction wherek = 1.

Both sal-bmc andsal-inf-bmc support the proof of safety properties \anduction. It is also
possible to provide auxiliary lemmas to tkénduction rules. Such lemmas must themselves be safety
properties of the fornrmQ. Assuming one has shown that such a lemma is satisfied by a siét¢inen
OQ can be used as an auxiliary invariant in #agnduction proof ofoP. This amounts to modifying the
k-induction rule as follows:

e Base case:
[I (X0) AT (X0, X)) Ao A T (X2, Xk-1)A

QU) A+ A QUct)| = P(Xo) A~ A P(xc)
¢ Induction step:
[POO) A T(0,50) A - A T (k2. %0) A PO

T(41.%0 A QU0) A+ A Q)| = P(x)
It is sometimes useful to apply theinduction rule withk = 0, to show that an invariamQ implies
another invariantP. Whenk = 0, and usingaQ as a lemma, the base of the induction rule reduces to

true and the inductive step becom@¢xy) = P(Xg). Hence, induction at depth= 0 amounts to proving
thatoQ is a stronger invariant thanP, by showing that the formul®(xg) = P(xo) is valid.
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Appendix B

The Train-Gate-Controller in SAL

tgc: CONTEXT =
BEGIN

TIME: TYPE = REAL;
ACTION: TYPE = {approach, in, out, exit, lower, down, raise, up};
TransitionType : TYPE = {regular, elapse};

% alternatively state transition step / elapse ste
y p p p

next_trans_type(t: TransitionType): TransitionType =
IF t = regular THEN elapse ELSE regular ENDIF;

transition_module: MODULE =
BEGIN
OUTPUT
delta: TIME,
action: ACTION,
trans: TransitionType
TRANSITION
delta’ IN { x : TIME | x >= 0 };
action’ IN {approach, in, out, exit, lower, down, raise, up};

trans’ = next_trans_type(trans)
END;
R ——
% Train
S ——

T_STATE: TYPE = {t0,tl,t2,t3};

train : MODULE =
BEGIN
INPUT
delta: TIME,
action: ACTION,
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trans: TransitionType

LOC
t
X
INI
t
X
TRA
L

(1

(1

[1

(1

[1

1
END;
%————
% Ga

AL
_state: T_STATE,
: TIME
TIALIZATION
_state = t0;
=0
NSITION
tO_tl:
trans’ = regular AND t_state
t_state’ = tl;
x’ =0
tl_t2:
trans’ = regular AND t_state
t_state’ = t2
t2_t3:
trans’ = regular AND t_state
t_state’ = t3
t3_t0:
trans’ = regular AND t_state
t_state’ = t0
delay_train:
trans’ = elapse AND
(t_state = tl1 => x + delta’ <=
(t_state = t2 => x + delta’ <=
(t_state = t3 => x + delta’ <=
x’ = x + delta’
skip_train:

trans’ /= elapse
NOT (action’ =
action’

AND

G_STATE: TYPE = {g0, g1, g2, g3};

gate:
BEGIN
INP

d

a

MODULE =

UT
elta: TIME,
ction: ACTION,

trans: TransitionType

LoC

INI

TRA
L

(1

AL
g_state: G_STATE,
y: TIME
TIALIZATION
g_state = g0;
y=20
NSITION
g0_gl:
trans’ = regular
g_state’ = gl;
y’ =0
gl_g2:
trans’ = regular

AND g_state

AND g_state

approach OR action’
= out OR action’

t® AND

t1l AND

t2 AND

t3 AND

AND
AND

5)

5)

exit)

g0 AND

gl AND

action’

action’

action’

action’

= in OR

--> x’

action’

action’
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approach -->

in AND x > 2 -->

out -->

exit -->

lower -->

down -->



g_state’
g2_9g3:
trans’
g_state’ = ¢g3;
y’ =0
g3_90:
trans’
g_state’ = g0
delay_gate:
trans’
(g_state
(g_state
v’
skip_gate:
trans’ /= elapse

g2
[]

(1

(1

gl
g3

[1

NOT (action’ = lower OR action’
= raise OR action’

action’

regular AND g_state

regular AND g_state

elapse AND
=y + delta’ <=
=y + delta’ <=
=y + delta’

AND

C_STATE: TYPE = {c®, cl, c2, c3};

controller : MODULE =
BEGIN
INPUT
delta: TIME,

action: ACTION,

trans: TransitionType

LOCAL
c_state: C_STATE,
z: TIME
INITIALIZATION
c_state = c0;
z=0
TRANSITION
[ cO_cl:
trans’ regular
c_state’ cl;
z’ =0
cl_c2:
trans’ = regular
c_state’ = c2
c2_c3:
trans’ regular
c_state’ c3;
z’ =0
c3_cO:
trans’ = regular
c_state’ = c@®
delay_controller:
trans’
(c_state
(c_state
2
skip_controller:

(1

(1

(1

(1

cl
c3

=>
=

[1

AND

AND

AND

AND

elapse AND

Z +
zZ +

= z + delta’

c_state

c_state

c_state

c_state

delta’ <=
delta’ <=

g2

g3

D
2)

co®

cl

c2

c3

D
D

AND action’ = raise -->

AND action’” = up AND y >= 1 -->
AND

-=>

down OR

up) -->y’ =y

AND action’ = approach -->

AND z = 1 AND action’ = lower -->
AND action’ = exit -->

AND action’ = raise -->

AND

-=>
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trans’ /= elapse AND
NOT (action’ = approach OR action’ = lower

OR action’ = exit OR action’ = raise) --> z’

system: MODULE =
transition_module || train || gate || controller;

safe: LEMMA system |- G(t_state = t2 => g_state = g2);

END
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Appendix C

The Train-Gate-Controller with
Timeouts

tgc_with_timeout: CONTEXT =

BEGIN
SIGNAL: TYPE = { approach, exit, lower, raise };
TIME: TYPE = REAL;
N: NATURAL = 3;
INDEX: TYPE = [1..N];
TIMEOUT_ARRAY: TYPE = ARRAY INDEX OF TIME;

recur_min(x: TIMEOUT_ARRAY, min_sofar: TIME, idx: [0 .. N]): TIME =
IF idx = O THEN min_sofar
ELSE recur_min(x, min(min_sofar, x[idx]), idx-1)
ENDIF;

min(x: TIMEOUT_ARRAY): TIME = recur_min(x, x[N], N-1);

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
GLOBAL flagl, flag2: BOOLEAN
OUTPUT time: TIME

INITIALIZATION
time = 0
TRANSITION
[ time_elapses: time < min(time_out) AND (NOT flagl) AND (NOT flag2)
--> time’ = min(time_out) ]
END;
% _________
% Train
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T_STATE: TYPE

{ t0, tl, t2, t3 };

train: MODULE =

BEGIN

INPUT
time: TIME

OUTPUT
timeout: TIME,
msgl: SIGNAL

GLOBAL flagl: BOOLEAN

LOCAL
t_state: T_STATE

INITIALIZATION
t_state = t0;
timeout IN { x: TIME | time < x };
flagl = FALSE

TRANSITION
[ tO_tl:
t_state = t® AND time = timeout -->
t_state’ = tl;
msgl’ = approach;

flagl’ = TRUE;
timeout’ IN { x: TIME | time + 2 < x AND x <= time + 5 }
[] t1_t2:
t_state = t1 AND time = timeout -->
t_state’ = t2;
timeout’ IN { x: TIME | time < x AND X <= time + 5 }
[1 t2_t3:
t_state = t2 AND time = timeout -->
t_state’ = t3;
timeout’ IN { x: TIME | time < x AND x <= time + 5 }

[1 t3_t0:
t_state = t3 AND time = timeout -->
t_state’ = t0;
msgl’ = exit;

flagl’ = TRUE;
timeout’ IN { x: TIME | time < x }

G_STATE: TYPE = { g0, g1, g2, g3 };
gate: MODULE =

BEGIN
INPUT
time: TIME,
msg2: SIGNAL
OUTPUT
timeout: TIME
GLOBAL flag2: BOOLEAN
LOCAL
g_state: G_STATE
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INITIALIZATION
g_state = ¢g0;
timeout IN { x: TIME | time < x }
TRANSITION
[ g0_gl:
g_state = g0 AND msg2 = lower AND flag2 = TRUE -->
g_state’ = gl;
flag2’ = FALSE;
timeout’ IN { x: TIME | time < x AND x <= time + 1 }
[1 g1_g2:
g_state = gl AND time = timeout -->
g_state’ = g2;
timeout’ IN { x: TIME | time < x }
[1 g2_g3:
g_state = g2 AND msg2 = raise AND flag2 = TRUE -->
g_state’ = ¢g3;
flag2’ = FALSE;
timeout’ IN { x: TIME | time + 1 <= x AND X <= time + 2 }
[1 93_g0:
g_state = g3 AND time = timeout -->
g_state’ = ¢0;
timeout’ IN { x: TIME | time < x }

C_STATE: TYPE = { c®, cl, c2, c3 };
controller : MODULE =

BEGIN
INPUT
time: TIME,
msgl: SIGNAL
OUTPUT
timeout: TIME,
msg2: SIGNAL
GLOBAL flagl, flag2: BOOLEAN
LOCAL
c_state: C_STATE
INITIALIZATION
c_state = c0;
timeout IN { x: TIME | time < x };
flag2 = FALSE

TRANSITION
[ cO_cl:
c_state = cO® AND msgl = approach AND flagl = TRUE -->
c_state’ = cl;
flagl’ = FALSE;
timeout’ = time + 1
[1 cl_c2:
c_state = cl1 AND time = timeout -->
c_state’ = c2;
msg2’ = lower;

flag2’ = TRUE;
timeout’ IN { x: TIME | time < x }
[1 c2_c3:
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c_state = c2 AND msgl = exit AND flagl = TRUE -->
c_state’ = c3;
flagl’ = FALSE;
timeout’ IN { x: TIME | time < x AND x <= time + 1 }

[1 c3_cO:
c_state = c3 AND time = timeout -->
c_state’ = c0;
msg2’ = raise;

flag2’ = TRUE;
timeout’ IN { x: TIME | time < x }

R

% Asynchronous composition: all processes together
% time_out[i] = timeout variable of train (i=1),

% gate (i=1), controller (i=3)

% ____________________________________________________
tgc: MODULE =

WITH OUTPUT time_out: TIMEOUT_ARRAY
(RENAME timeout TO time_out[1] IN train)

(]

(RENAME timeout TO time_out[2] IN gate)

(1

(RENAME timeout TO time_out[3] IN controller);

system: MODULE = clock [] tgc;

time_auxl: LEMMA system |- G(FORALL (i:INDEX): time <= time_out[i]);
time_aux2: LEMMA system |- G(t_state = t2 => time_out[1l] - time <= 5);

time_aux3: LEMMA
system |- G(t_state = tl AND g_state = gl => time_out[1] > time_out[2]);

safe: LEMMA system |- G(t_state = t2 => g_state = g2);
nosafe: LEMMA system |- G(t_state = t2 => g_state = g3);

END
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Appendix D

Fischer’s Mutual Exclusion Protocol

fischer: CONTEXT =

BEGIN
N: NATURAL = 2;
IDENTITY: TYPE = [1 .. N];
LOCK_VALUE: TYPE = [0 .. N];
TIME: TYPE = REAL;
deltal: TIME = 2;
delta2: TIME = 4;
TIMEOUT_ARRAY: TYPE = ARRAY IDENTITY OF TIME;

recur_min(x: TIMEOUT_ARRAY, min_sofar: TIME, idx: [0 .. N]): TIME =
IF idx = ® THEN min_sofar
ELSE recur_min(x, min(min_sofar, x[idx]), idx-1)
ENDIF;

min(x: TIMEOUT_ARRAY): TIME = recur_min(x, x[N], N-1);

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
OUTPUT time: TIME
INITIALIZATION
time = 0
TRANSITION
[ time_elapses: time < min(time_out) --> time’ = min(time_out) ]
END;

PC: TYPE = { sleeping, waiting, trying, critical };
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process[i: IDENTITY]: MODULE =
BEGIN
INPUT time: TIME
GLOBAL lock: LOCK_VALUE
OUTPUT timeout: TIME
LOCAL pc: PC
INITIALIZATION
pc = sleeping;
timeout IN { x: TIME | time < x };
lock = 0
TRANSITION
[ waking_up:
pc = sleeping AND time = timeout AND lock = 0 -->
pc’ = waiting;
timeout’ IN { x: TIME | time < x AND x <= time + deltal }
[1 try_again_later:
pc = sleeping AND time = timeout AND lock /= 0 -->
timeout’ IN { x: TIME | time < x }
[1 setting_lock:
pc = waiting AND time = timeout -->
pc’ = trying;
lock’ = 1i;
timeout’ IN { x: TIME | time + delta2 <= x }
[1 entering_cs:
pc = trying AND time = timeout AND lock = i -->
pc’ = critical;
timeout’ IN { x: TIME | time < x }
[1 lock_changed:
pc = trying AND time = timeout AND lock /=i -->
pc’ = sleeping;
timeout’ IN { x: TIME | time < x }
[1 exiting_cs:
pc = critical AND time = timeout -->
pc’ = sleeping;
lock’ = 0;
timeout’ IN { x: TIME | time < x }

% Asynchronous composition: all processes together
% time_out[i] = timeout variable of process[i]

processes: MODULE =
WITH OUTPUT time_out: TIMEOUT_ARRAY
([] (i: IDENTITY): (RENAME timeout TO time_out[i] IN process[i]));

system: MODULE = clock [] processes;

time_auxl: LEMMA
system |- G(FORALL (i: IDENTITY): time <= time_out[i]);

time_aux2: LEMMA
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system |- G(FORALL (i: IDENTITY):
pcl[i] = waiting => time_out[i] - time <= deltal);

time_aux3: LEMMA
system |- G(FORALL (i, j: IDENTITY):
lock = i AND pc[j] = waiting => time_out[i] > time_out[j]);

logical_auxl: LEMMA
system |- G(FORALL (i, j: IDENTITY):
pcli] = critical => lock = i AND pc[j] /= waiting);

mutex: THEOREM
system |- G(FORALL (i: IDENTITY): pc[i] = critical => lock = i);

mutual_exclusion: THEOREM
system |- G(FORALL (i, j: IDENTITY):
i /= j AND pc[i] = critical => pc[j] /= critical);

END
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Appendix E

Fischer’s Protocol: Revised
Specifications

fischer2: CONTEXT =

BEGIN
N: NATURAL = 2;
IDENTITY: TYPE = [1 .. NJ];
LOCK_VALUE: TYPE = [0 .. N];
TIME: TYPE = REAL;
deltal: {x: REAL | 0 < x};
delta2: {x : REAL | deltal < x};

TIMEOUT_ARRAY: TYPE = ARRAY IDENTITY OF TIME;

is_min(x: TIMEOUT_ARRAY, t: TIME): bool =
(FORALL (i: IDENTITY): t <= x[i]) AND (EXISTS (i: IDENTITY): t = x[i]);

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
OUTPUT time: TIME
INITIALIZATION
time = 0
TRANSITION
[ time_elapses:
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(FORALL (i: IDENTITY): time < time_out[i]) -->
time’ IN { t: TIME | is_min(time_out, t) }

PC: TYPE = { sleeping, waiting, trying, critical };

process([i: IDENTITY]: MODULE =
BEGIN
INPUT time: TIME
GLOBAL lock: LOCK_VALUE
OUTPUT timeout: TIME
LOCAL pc: PC
INITIALIZATION
pc = sleeping;
timeout IN { x: TIME | time < x };
lock = 0
TRANSITION
[ waking_up:

pc = sleeping AND time = timeout AND lock = 0 -->

pc’ = waiting;

timeout’ IN { x: TIME | time < x AND x <= time + deltal }

[1 try_again_later:

pc = sleeping AND time = timeout AND lock /= 0 -->

timeout’ IN { x: TIME | time < x }
[1 setting_lock:
pc = waiting AND time = timeout -->
pc’ = trying;
lock’ = i;

timeout’ IN { x: TIME | time + delta2 <= x }

[1 entering_cs:

pc = trying AND time = timeout AND lock = i -->

pc’ = critical;
timeout’ IN { x: TIME | time < x }
[1 lock_changed:

pc = trying AND time = timeout AND lock /= i -->

pc’ = sleeping;
timeout’ IN { x: TIME | time < x }
[1 exiting_cs:
pc = critical AND time = timeout -->
pc’ = sleeping;
lock’” = 0;
timeout’ IN { x: TIME | time < x }

% Asynchronous composition: all processes together
% time_out[i] = timeout variable of process[i]

processes: MODULE =

WITH OUTPUT time_out: TIMEOUT_ARRAY

([1 (i: IDENTITY):

(RENAME timeout TO time_out[i] IN process[i]));
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system: MODULE = clock [] processes;

time_aux®: LEMMA
system |- G(time >= @ AND FORALL (i: IDENTITY): time_out[i] > 0);

time_auxl: LEMMA
system |- G(FORALL (i: IDENTITY): time <= time_out[i]);

time_aux2: LEMMA
system |- G(FORALL (i: IDENTITY):
pcli] = waiting => time_out[i] - time <= deltal);

time_aux3: LEMMA
system |- G(FORALL (i, j: IDENTITY):
lock = i AND pc[j] = waiting => time_out[i] > time_out[j]);

logical_auxl: LEMMA
system |- G(FORALL (i, j: IDENTITY):
pc[i] = critical => lock = i AND pc[j] /= waiting);

mutex: THEOREM
system |- G(FORALL (i: IDENTITY): pc[i] = critical => lock = i);

mutual_exclusion: THEOREM
system |- G(FORALL (i, j: IDENTITY):
i /= j AND pc[i] = critical => pc[j] /= critical);

END
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Appendix F

Simplified TTA Startup

%

% Simplified TTA startup protocol
% - Does not model failures

% - Assumes a simple reliable hub
% - Includes timing

R

simple_startup2: CONTEXT =
BEGIN
N: NATURAL = 10;

% Ugly type definition to work around ICS’s limitations
% (incompleteness when dealing with integers)

IDENTITY: TYPE = { x: [1 .. N] | OR x=3 OR x=4 OR x=5 OR

X=
X= OR x=8 OR x=9 OR x=10 };
TIME: TYPE = REAL;

TIMEOUT_ARRAY: TYPE = ARRAY IDENTITY OF TIME;

% Delays, assuming all slots have the same length

slot_time: TIME = 3;

round_time: TIME = slot_time * N;

% propagation delay (must be smaller than half the slot time)
propagation: { x : TIME | ® < x AND x < slot_time/2 };

% maximal time in init state

max_init_time: TIME = 30;
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% timeouts in listen and coldstart states

tau_startup(i: IDENTITY): TIME = slot_time * (i - 1);

tau_listen(i: IDENTITY): TIME = 2 * round_time + tau_startup(i);
tau_listen(i: IDENTITY): TIME = 2 * round_time;

tau_coldstart(i: IDENTITY): TIME = round_time + tau_startup(i);

message: TYPE = { cs_frame, i_frame };

calendar: TYPE =

[# flag: ARRAY IDENTITY OF bool, % which nodes have to receive the message
content: message, % message
origin: IDENTITY, % sender
send: TIME, % transmission time (useful for proofs)
delivery: TIME % reception time (the same for all recipients)
#1;
% ,,,,,,,,,,,,,,,,,,,,,,,,,,,
% Operations on calendars
%fm m e e
O m

empty_cal: calendar = (# flag := [[i: IDENTITY] false],
content := i_frame,
origin := 1,
send := 0,
delivery := 0 #);

empty?(cal: calendar): bool = FORALL (i: IDENTITY): NOT cal.flag[il;

event_pending?(cal: calendar, i: IDENTITY): bool = cal.flag[i];

i_frame_pending?(cal: calendar, i: IDENTITY): bool =
cal.flag[i] AND cal.content = i_frame;

cs_frame_pending?(cal: calendar, i: IDENTITY): bool =
cal.flag[i] AND cal.content = cs_frame;

cs_frame?(cal: calendar): bool =
NOT empty?(cal) AND cal.content = cs_frame;

i_frame?(cal: calendar): bool =
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NOT empty?(cal) AND cal.content = i_frame;

% occurrence time and origin of the pending events
% both are meaningful only if the calendar is not empty

event_time(cal: calendar, i: IDENTITY): TIME = cal.delivery;

frame_origin(cal: calendar, i: IDENTITY): IDENTITY = cal.origin;

consume_event(cal: calendar, i: IDENTITY): calendar =
cal WITH .flag[i] := false;

% broadcast a message from i to all nodes except i

% - t is the transmission time

% if there is already a message m® being sent then

% a collision occurs and is resolved as follows:

% - m®@ remains the transmitted messages

% - node i will not receive m@

% - message m is dropped

% ______________________________________________________

bcast(cal: calendar, m: message, i: IDENTITY, t: TIME): calendar =
IF empty?(cal) THEN
(# flag := [[j: IDENTITY] j /= il,

content := m,

origin := 1,

send := t,

delivery := t + propagation #)
ELSE cal WITH .flag[i] := false
ENDIF;

% time of the next event in the calendar
% only meaningful if the calendar is not empty

first_event(cal: calendar): TIME = cal.delivery;

Clock module

- input: timeout of each node + calendar

- if the calendar is empty, the clock module
advances time up to the smallest timeout

- if a message is in the bus, time advances

to the smallest timeout or to the bus delivery
time, whichever is smaller

R X R R

R R R R R



time_can_advance(cal: calendar, time_out: TIMEOUT_ARRAY, t: TIME): BOOLEAN =

IF empty?(cal) THEN
(FORALL (i: IDENTITY): t < time_out[i])
ELSE

(FORALL (i: IDENTITY): t < time_out[i]) AND t < first_event(cal)

ENDIF;

is_next_event(cal: calendar, time_out: TIMEOUT_ARRAY, t: TIME): BOOLEAN =

IF empty?(cal) THEN

(FORALL (i: IDENTITY): t <= time_out[i])
AND (EXISTS (i: IDENTITY): t = time_out[i])

ELSE

(FORALL (i: IDENTITY): t <= time_out[i])

AND t <= first_event(cal)

AND (t = first_event(cal) OR (EXISTS (i: IDENTITY): t

ENDIF;

clock: MODULE =
BEGIN
INPUT time_out: TIMEOUT_ARRAY
INPUT cal: calendar
OUTPUT time: TIME
INITIALIZATION
time = 0
TRANSITION
[ time_elapses:
time_can_advance(cal, time_out, time) -->

time_out[i]))

time’ IN { t: TIME | is_next_event(cal, time_out, t) } ]

END;

% Number of slots between slot i and next slot j

% slot_delay(i, i + 1) = 0 if i<N

% slot_delay(N, 1) = 0

% slot_delay(i, i) = N-1

O m o __

slot_delay(i, j: IDENTITY): [0 .. N-1] =

IF i < j THEN j - i - 1 ELSEN - i + j - 1 ENDIF;
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PC: TYPE = { init, listen, coldstart, active };

node[i: IDENTITY]: MODULE =
BEGIN
INPUT time: TIME
OUTPUT timeout: TIME

OUTPUT slot: IDENTITY % slot and pc need to be output
OUTPUT pc: PC % to be read by the abstraction module
GLOBAL cal: calendar
INITIALIZATION
pc = init;

timeout IN { x: TIME | time < x AND X < max_init_time};
cal = empty_cal;
TRANSITION
[ init_to_listen:
pc = init AND time = timeout -->
pc’ = listen;
timeout’ = time + tau_listen(i)

% reception of a frame in the init state ==> drop it
[] frame_in_init:
pc = init AND event_pending?(cal, i) AND time = event_time(cal, i) -->
cal’ = consume_event(cal, i)

% end of listen phase: send cs frame, move to coldstart state
% bcast function takes care of collisions
[]1 listen_to_coldstart:
pc = listen AND time = timeout -->
pc’ = coldstart;
timeout’ = time + tau_coldstart(i);
cal’ = bcast(cal, cs_frame, i, time)

% reception of a cs_frame in the listen state:
% move to coldstart and set timeout
[]1 cs_frame_in_listen:
pc = listen AND cs_frame_pending?(cal, i) AND time = event_time(cal, i) -->

pc’ = coldstart;
timeout’ = time + tau_coldstart(i) - propagation;
cal’ = consume_event(cal, i)

% for reception of an i_frame in the listen state: see below

% reception of a cs_frame in the coldstart state:
% synchronize on the sender and move to active state
[] cs_frame_in_coldstart:
pc = coldstart AND cs_frame_pending?(cal, i) AND time = event_time(cal, i) -->

pc’ = active;

timeout’ = time + slot_time - propagation;
slot’ = frame_origin(cal, i);

cal’ = consume_event(cal, i)

% end of coldstart phase (timeout tau_coldstart(i) is reached)

% broadcast a cs_frame and loop back to coldstart state

% --> TO DO: check if it’s OK to go directly to active from here
[1 coldstart_to_coldstart:
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pc = coldstart AND time = timeout -->
% pc’ = coldstart;
timeout’ = time + tau_coldstart(i);
cal’ = bcast(cal, cs_frame, i, time)

% reception of an i_frame in listen or coldstart state: synchronize and move
% to the active state
[1 i_frame_processed:
(pc = listen OR pc = coldstart) AND i_frame_pending?(cal, i) AND
time = event_time(cal, i) -->

pc’ = active;

timeout’ = time + slot_time - propagation;
slot’ = frame_origin(cal, i);

cal’ = consume_event(cal, i)

% active state: end of current slot, new slot /=i
[1 passive_slot:
pc = active AND time = timeout AND inc(slot) /=i -->
timeout’ = time + slot_time;
slot’ = inc(slot)

% active state: end of current slot, new slot = i
% broadcast an i_frame
[] active_slot:
pc = active AND time = timeout AND inc(slot) = i -->

timeout’ = time + slot_time;
slot’ = inc(slot);
cal’ = bcast(cal, i_frame, i, time)

% reception of an i_frame
% in active state: just consume the event. No action
[1 i_frame_ignored:
pc = active AND i_frame_pending?(cal, i) AND time = event_time(cal, i) -->

cal’ = consume_event(cal, i)
1
END;
9 —
% Asynchronous composition: all processes together
% time_out[i] = timeout variable of process[i]
% ____________________________________________________

nodes: MODULE =
WITH OUTPUT time_out: TIMEOUT_ARRAY,
pc: ARRAY IDENTITY OF PC,
slot: ARRAY IDENTITY OF IDENTITY
([] (i: IDENTITY): (RENAME timeout TO time_out[i],
pc TO pc[i], slot TO slot[i] IN node[i]));

tta: MODULE = clock [] nodes;

% ABSTRACTION AND MONITORS %
%9663 % %%%6
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% Abstraction module: define the abstract state variables

abstractor: MODULE =
BEGIN
INPUT
time: TIME,
cal: calendar,
time_out: TIMEOUT_ARRAY,
pc: ARRAY IDENTITY OF PC,
slot: ARRAY IDENTITY OF IDENTITY
OUTPUT
Al, A2, A3, A4, A5, A6: BOOLEAN
DEFINITION
Al = empty?(cal) AND (FORALL (i: IDENTITY): pc[i] = init OR pc[i] = listen);

A2 = cs_frame?(cal) AND pc[cal.origin] = coldstart
AND (FORALL (i: IDENTITY):
pcli] = init OR pc[i] = listen OR pc[i] = coldstart)
AND (FORALL (i: IDENTITY): pc[i] = coldstart =>
NOT event_pending?(cal, i)
AND time_out[i] - cal.send >= tau_coldstart(i)
AND time_out[i] - time <= tau_coldstart(i))
AND (FORALL (i: IDENTITY): pc[i] = listen =>
event_pending?(cal, i)
OR time_out[i] >= cal.send + tau_listen(i));

A3 = empty?(cal)

AND (EXISTS (i: IDENTITY): pc[i] = coldstart)

AND (FORALL (i: IDENTITY):
pcli] = init OR pc[i] = listen OR pc[i] = coldstart)

AND (FORALL (i: IDENTITY):
pcli] = coldstart => time_out[i] - time <= tau_coldstart(i))

AND (FORALL (i, j: IDENTITY): pc[i] = coldstart AND pc[j] = coldstart
AND i < j => time_out[j] - time_out[i] > propagation)

AND (FORALL (i, j: IDENTITY): pc[i] = coldstart AND pc[j] = listen =>

time_out[j] - time_out[i] > propagation);

A4 = cs_frame?(cal)
AND pc[cal.origin] = coldstart
AND time_out[cal.origin] = cal.send + tau_coldstart(cal.origin)
AND NOT event_pending?(cal, cal.origin)
AND (FORALL (i: IDENTITY): pc[i] = coldstart AND i /= cal.origin =>
(event_pending?(cal, i) AND event_time(cal, i) < time_out[i])
OR (time_out[i] - cal.send >= tau_coldstart(i) AND
time_out[i] - time <= tau_coldstart(i)))
AND (FORALL (i: IDENTITY): pc[i] = listen =>
(event_pending?(cal, i) AND event_time(cal, i) < time_out[i])
OR time_out[i] >= cal.send + tau_listen(i))
AND (FORALL (i: IDENTITY): pc[i] = active =>
slot[i] = cal.origin AND time_out[i] = cal.send + slot_time);

A5 = empty?(cal)
AND (EXISTS (i: IDENTITY): pc[i] = active)
AND (FORALL (i: IDENTITY):
pcli] = active => time_out[i] <= time + slot_time)
AND (FORALL (i, j: IDENTITY): pc[i] = active AND pc[j] = active =>
(time < time_out[i] AND time < time_out[j] =>
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slot[i] = slot[j] AND time_out[i] = time_out[j])
AND (time = time_out[i] AND time = time_out[j] => slot[i] = slot[j])
AND (time < time_out[i] AND time = time_out[j] =>
slot[i] = inc(slot[j]) AND time_out[i] = time_out[j] + slot_time))
AND (FORALL (i, j: IDENTITY):
pcli] = active AND (pc[j] = listen OR pc[j] = coldstart) =>
time_out[j] > time_out[i] +
slot_delay(slot[i], i) * slot_time + propagation);

A6 = i_frame?(cal)
AND pc[cal.origin] = active AND slot[cal.origin] = cal.origin
AND time_out[cal.origin] = cal.send + slot_time
AND (FORALL (i: IDENTITY): pc[i] = active AND time < time_out[i] =>
slot[i] = cal.origin AND time_out[i] = time_out[cal.origin])
AND (FORALL (i: IDENTITY): pc[i] = active AND time = time_out[i] =>
inc(slot[i]) = cal.origin AND
time_out[cal.origin] = time_out[i] + slot_time)
AND (FORALL (i: IDENTITY): pc[i] = listen =>
(event_pending?(cal, i) AND event_time(cal, i) < time_out[i])
OR (time_out[i] >= cal.send + tau_listen(i)))
AND (FORALL (i: IDENTITY): pc[i] = coldstart =>
event_pending?(cal, i) AND event_time(cal, i) < time_out[i]);

abstract_state: TYPE = {al, a2, a3, a4, a5, a6, bad };

monitor: MODULE =

BEGIN

INPUT Al, A2, A3, A4, A5, A6: BOOLEAN

LOCAL state: abstract_state
INITIALIZATION

state = al
TRANSITION

[ state = al -->
state’ = IF A1’ THEN al ELSIF A2’ THEN a2 ELSE bad ENDIF

[] state = a2 -->
state’ = IF A2’ THEN a2 ELSIF A3’ THEN a3 ELSE bad ENDIF

[1 state = a3 -—>
state’ = IF A3’ THEN a3 ELSIF A4’ THEN a4 ELSE bad ENDIF

[] state = a4 -—>
state’ = IF A4’ THEN a4 ELSIF A3’ THEN a3 ELSIF A5’ THEN a5 ELSE bad ENDIF

[] state = a5 -->
state’ = IF A5’ THEN a5 ELSIF A6’ THEN a6 ELSE bad ENDIF

[] state = a6 -->
state’ = IF A6’ THEN a6 ELSIF A5’ THEN a5 ELSE bad ENDIF

[] ELSE --> state’ = bad

END;
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% Properties

system: MODULE = tta || abstractor || monitor;

%

% time_aux® to time_aux2 are provable by induction at depth 1

% time_aux3 is provable by induction at depth 4, or by induction
% at depth 1 using time_aux® as a lemma

%

time_aux®: LEMMA
system |- G(time >= 0);

time_auxl: LEMMA
system |- G(FORALL (i: IDENTITY): time <= time_out[i]);

time_aux2: LEMMA
system |- G(empty?(cal) OR (cal.send <= time AND time <= first_event(cal)));

time_aux3: LEMMA
system |- G(FORALL (i: IDENTITY): time_out[i] > 0);

%
% delivery_delay: all by induction at depth 1
%

delivery_delay: LEMMA
system |- G(empty?(cal) OR first_event(cal) <= cal.send + propagation);

delivery_delayl: LEMMA
system |-
G(FORALL (i: IDENTITY):
event_pending?(cal, i) => event_time(cal, i) = cal.send + propagation);

delivery_delay2: LEMMA
system |-
G(FORALL (i: IDENTITY):
i_frame_pending?(cal, i) => event_time(cal, i) <= cal.send + propagation);

delivery_delay3: LEMMA
system |-
G(FORALL (i: IDENTITY):
cs_frame_pending?(cal, i) => event_time(cal, i) <= cal.send + propagation);

%
% a sender does not receive its own frame: by induction at depth 1
%

calendar_auxl: LEMMA
system |- G(NOT event_pending?(cal, cal.origin));
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% Abstraction lemmas

abstract_init: LEMMA system |- Al;

abstract_al: LEMMA system |- G(state = al => Al);
abstract_a2: LEMMA system |- G(state = a2 => A2);
abstract_a3: LEMMA system |- G(state = a3 => A3);
abstract_a4: LEMMA system |- G(state = a4 => A4);
abstract_a5: LEMMA system |- G(state = a5 => A5);
abstract_a6: LEMMA system |- G(state = a6 => A6);

abstract_invar: LEMMA system |- G(state /= bad);

%
% Safety property
%

synchro: THEOREM
system |- G(FORALL (i, j: IDENTITY):
pc[i] = active AND pc[j] = active AND
time < time_out[i] AND time < time_out[j] =>
time_out[i] = time_out[j] AND slot[i] = slot[jl);

END
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