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Abstract. The Number Theoretic Transform (NTT) is an efficient al-
gorithm for computing products of polynomials with coefficient in finite
fields. It is a common procedure in lattice-based key-exchange and sig-
nature schemes. These new cryptographic algorithms are becoming in-
creasingly important because they are quantum resistant . No quantum
algorithm is known to break these lattice-based algorithms, unlike older
schemes such as RSA or elliptic curve cryptosystems.
Many implementations and optimizations of the NTT have been pro-
posed in the literature. A particular efficient variant is due to Longa
and Naehrig. We have implemented several of these variants, including
an improved version of the Longa and Naehrig algorithm. An important
concern is to show that numerical overflows do not happen in such al-
gorithms. We report on several attempts at automatically verifying the
absence of overflows using static analysis tools. Off-the-shelf tools do not
work on the NTT code. We present a specialized abstract-interpretation
method to solve the problem.

1 Introduction

We present an experiment in verification of an optimized implementation of
the Number Theoretic Transform (NTT). This transform is a key procedure
in lattice-based cryptography, one of the most promising approach to develop-
ing quantum-resistant replacement for today’s public-key cryptography. Current
schemes are based on the hardness of factoring or discrete logarithms and will
be broken if or when quantum computers become practical.

We first give an overview of the NTT and its application to computing prod-
ucts of polynomials. We then discuss several optimizations that attempt to re-
duce the cost of modular operations. A particular efficient method is due to
Longa and Naehrig [29]. We propose to further improve their algorithm, but
correctness of this improvement requires showing that no integer overflow is
possible (when implemented using 32bit integers).

We discuss our attempts at proving that no such overflow occurs by using
different software verification tools and methods. Because the procedures use
combinations of array manipulation, arithmetic, shift, and bit-masking, they are
difficult to prove correct with off-the-shelf tools. We present a specialized abstract
interpretation method that can solve this problem. The method is implemented
in SeaHorn [24] and uses the Crab abstract interpretation library [12]. We also
describe an alternative technique that relies on source-code transformation.



2 The Number Theoretic Transform

Lattice-based cryptography is based on the hardness of problems such as find-
ing a short vector in an integer lattice. Commonly used lattices are defined by
matrices A ∈ Zn×mq where q is a prime number and Zq denotes the ring of
integers modulo q. Efficient implementations use lattices with a special struc-
ture that allows large random matrices to be replaced by random polynomials in
Zq[X]/(Xn+1). One of the most common operations is computing the product of
two such polynomials: given f = a0+. . .+an−1X

n−1 and g = b0+. . .+bn−1X
n−1,

their product is the polynomial h = c0 + . . .+ cn−1X
n−1 defined by

ci =

 ∑
j+k=i

ajbk −
∑

j+k=n+i

ajbk

 mod q. (1)

The Number Theoretic Transform (NTT) is a specialization of the Fast Fourier
Transform for computing such products.

The NTT starts with a number ω that is a primitive n-th root of unity in Zq.
This means that ωn = 1 (mod q) and that ωm 6= 1 (mod q) when 0 < m < n.
Such an ω exists as long as n divides q− 1 (for q prime). Let a = (a0, . . . , an−1)
be a vector of n elements in Zq, and let f = a0 + . . . + an−1X

n−1, then the
forward transform of a, denoted by NTT(a), is the vector ã = (ã0, . . . , ãn−1)
such that

ãi =

n−1∑
j=0

ajω
ji mod q = f(ωi)

The NTT is a bijection from Znq to Znq . Its inverse INTT is given by INTT(ã) =
(b0, . . . , bn−1) where

bi = n−1
n−1∑
j=0

ãjω
−ji mod q = n−1f(ω−i),

and we have INTT(NTT(a)) = a.
The vector c defined by Equation 1 is the negative wrapped convolution of

a and b. A standard method for computing c is shown Figure 1. It requires an
additional parameter ψ such that ψ2 = ω (mod q) (thus, ψ is a 2n-th primitive
root of unity). The procedure first multiplies a and b by powers of ψ to form

vectors â = (a0, a1ψ, . . . , an−1ψ
n−1) and b̂ = (b0, b1ψ, . . . , bn−1ψ

n−1). It then

computes NTT(â) and NTT(b̂), multiplies the results component-wise, applies
the inverse transform, and multiplies the result by powers of ψ−1. This method
is presented by Winkler [39] and it is a basic procedure in many implementations
of lattice-based cryptographic algorithms (e.g. [34,36,29]).

A direct computation of products using Equation 1 has cost O(n2). The main
benefit of the NTT is to reduce this cost to O(n log n), since both NTT and INTT
can be implemented in O(n log n). This reduction is significant in lattice-based



Input: f = a0 + a1X + . . .+ an−1X
n−1

g = b0 + b1X + . . .+ bn−1X
n−1

Output: h = c0 + c1X + . . .+ cn−1X
n−1 such that h = f.g.

Procedure:

â := (a0, a1ψ, . . . , an−1ψ
n−1)

b̂ := (b0, b1ψ, . . . , bn−1ψ
n−1)

ã := NTT(â)

b̃ := NTT(b̂)

c̃ := (ã0b̃0, . . . , ãn−1b̃n−1)
ĉ := INTT(c̃)

c := (ĉ0, ĉ1ψ
−1, . . . , ĉn−1ψ

−(n−1))

Fig. 1. NTT-Based Product of Polynomials in Zq[X]/(Xn + 1).

cryptography because the polynomials are dense and n is relatively large (e.g.,
n = 1024 or n = 512 are commonly used).

In the rest of this paper, we fix the parameters q to 12289, which is the prime
used in existing schemes such as Bliss [19,18] and New Hope [1]. With this choice
of q, NTT with n as large as 2048 are possible, but we are mostly interested in
the case n = 1024, which is used by Bliss and New Hope.

2.1 Basic NTT Implementation

Two possible implementations of the NTT are shown in Figure 2. The two pro-
cedures operate on an array a of n elements, where n is a power of two. Each
function uses an auxiliary array p of pre-computed constants. For both func-
tions, elements of p are powers of ω modulo q (so they can be stored as 16bit
integers). On entry to either function, array a contains a vector of n integers
in the range [0, q). On exit, the array a stores NTT(a) in bit-reversed order :
the i-th coefficient of NTT(a) is stored in a[j] where j is obtained by writ-
ing i in binary and reversing the bits. For example, if n = 26 = 64 and i = 5
then j = bitrev(i) = bitrev(0b000101) = 0b101000 = 40. Implementations of the
inverse NTT are very similar to these two procedures.

Variants of the procedures in Figure 2 take input in bit-reversed order and
produce results in the standard order. Many optimizations of the basic algo-
rithms are possible. A simple one is to omit multiplications by w in lines 15 and
32 when j=0. But the most expensive operation involved in NTT computations
is the reduction modulo q that occurs in the inner loops of both procedures.
On typical Intel/AMD processors, the integer division instructions with 32bit
operands commonly have a latency about 10 times larger than an integer mul-
tiply on the same size [20]. Thus many optimizations focus on removing integer
divisions or replacing them with more efficient arithmetic. Harvey [26] presents
several such optimizations for the inner loops of NTT and INTT. Other opti-
mizations avoid pre-multiplications by powers of ψ and post-multiplications by
powers ψ−1 by adjusting the pre-computed constants in the array p [36,35].



1 #define Q 12289
2
3 void ntt_ct_std2rev(int32_t *a, uint32_t n, const uint16_t *p) {
4 uint32_t j, s, t, u, d;
5 int32_t x, w;
6
7 d = n;
8 for (t = 1; t < n; t <<= 1) {
9 d >>= 1;

10 u = 0;
11 for (j = 0; j < t; j++) {
12 w = p[t + j]; // w_t^bitrev(j)
13 u += 2 * d;
14 for (s = u; s < u + d; s++) {
15 x = a[s + d] * w;
16 a[s + d] = (a[s] - x) % Q;
17 a[s] = (a[s] + x) % Q;
18 }
19 }
20 }
21 }
22
23 void ntt_gs_std2rev(int32_t *a, uint32_t n, const uint16_t *p) {
24 uint32_t j, s, t;
25 int32_t w, x;
26
27 for (t = n >> 1; t > 0; t >>= 1) {
28 for (j = 0; j < t; j++) {
29 w = p[t + j]; // w_t^j
30 for (s = j; s < n; s += t + t) {
31 x = a[s + t];
32 a[s + t] = ((a[s] - x) * w) % Q;
33 a[s] = (a[s] + x) % Q;
34 }
35 }
36 }
37 }

Fig. 2. Two Variant NTT Implementations. The two procedures compute NTT(a) in
place. Parameter n is the size of array a; it must be a power of 2. Both procedures
return the result in array a in “bit-reversed” order. The computations use arrays p of
pre-computed constants, which are all powers of ω. The top procedure follows Cooley-
Tukey [7] and the bottom procedure uses the Gentleman-Sande variant [21].

One should note that compiler optimizations replace integer divisions by
more efficient instruction sequences when the divisor is a known constant. In
our case, q = 12289, and the unsigned 32bit division by q can be removed by
using the equality x mod q = x−bx/qc = x−b2863078533x/245c, which holds
when 0 ≤ x < 232. In this equation, 2863078533 is 245/q suitably rounded. This
optimization is applied by both GCC and Clang when compiling for x86-64. The
resulting machine code uses three instructions but it is much more efficient than
a single DIV instruction. These division tricks are explained in Chapter 10 of
Warren’s Hacker’s Delight [38].



2.2 Longa and Naehrig’s Reduction

Another type of optimization replaces reduction modulo q by a related operation
that is cheaper to compute, such as Montgomery’s reduction [32]. Instead of
computing x mod q, the Montgomery reduction returns y ≡ αx (mod q) for some
fixed constant α (i.e., α is the inverse of 232 modulo q). One can easily correct for
the extra factor α by adjusting the constants in array p. Although this reduction
removes division by q, it is more expensive than the compiler optimization trick
presented previously (Montgomery’s reduction uses two multiplications).

1 // single reduction
2 static int32_t red(int32_t x) {
3 return 3 * (x & 4095) - (x >> 12);
4 }
5
6 // reduction of x * y using 64bit arithmetic
7 static int32_t mul_red(int32_t x, int32_t y) {
8 int64_t z;
9 z = (int64_t) x * y;

10 x = z & 4095;
11 y = z >> 12;
12 return 3 * x - y;
13 }

Fig. 3. Longa-Naehrig reduction for q = 12289 = 3.212 + 1

Longa and Naehrig [29] introduce a different reduction. To support NTT
computations, the prime number q must have primitive 2n-roots of unity where
n is a power of two. This implies that q − 1 is divisible by a power of two: we
have q − 1 = k2m where k is an odd number. In our case q = 12289 so m = 12
and k = 3. Then the Longa-Naehrig reduction of an integer x is defined as

red(x) = k × (x mod 2m)− bx/2mc. (2)

This reduction can be efficiently implemented using shift and mask. Figure 3
shows two functions that implement red(x) and red(xy) for 32bit signed integers.
A key property is red(x) = kx (mod q). In addition, we have useful bounds:

|red(x)| ≤ |x|/2m + (q − k)

|red(wx)| ≤ k|x|+ (q − k) if 0 ≤ w < q (3)

By using this reduction, Longa and Naehrig propose the procedure shown1 in
Figure 4. As before, the input is an array a of n integers in standard order and
the array elements are assumed to be in the range [0, q). The NTT is computed
in place and the result is stored in a in bit-reversed order. Array p contains pre-
computed constants also in the range [0, q). These are powers of ω appropriately
scaled to cancel the factor k introduced by the reduction (i.e., replacing ωj mod q

1 We have modified the original slightly.



by (k−1ωj) mod q). This procedure mirrors the basic implementation in Figure 2,
except for line 15. This line performs an additional reduction. It is there to
prevent numerical overflows by reducing the magnitude of all elements in the
array. Because of this extra reduction, the result of the procedure is not quite
the NTT but a scaled version. This scaling can be corrected later by adapting
the inverse NTT calculation [29].

1 void ntt_red_ct_std2rev(int32_t *a, uint32_t n, const uint16_t *p) {
2 uint32_t j, s, t, u, d;
3 int32_t x, y, w;
4
5 d = n;
6 for (t = 1; t < n; t <<= 1) {
7 d >>= 1;
8 u = 0;
9 for (j = 0; j < t; j++) {

10 w = p[t + j]; // w_t^bitrev(j)
11 u += 2 * d;
12 for (s = u; s < u + d; s++) {
13 y = a[s];
14 x = mul_red(a[s + d], w);
15 if (t == 128) { y = red(y); x = red(x); }
16 a[s] = y + x;
17 a[s + d] = y - x;
18 }
19 }
20 }
21 }

Fig. 4. Example NTT procedure that uses the Longa-Naehrig reduction.

We are interested in verifying NTT procedures that use the Longa-Naehrig
reductions. In particular, we revise the procedure of Figure 4 to avoid the extra
reduction of line 15. To do this, we replace the constant coefficients stored in
array p, by equivalent coefficients that are smaller in absolute value. We just
allow these coefficients to be negative, so that they are all in the interval [−(q−
1)/2, (q − 1)/2] instead of [0, q − 1]. This ensures that the elements of a do not
grow as fast during execution. Our revised procedure is the same as in Figure 4,
except that elements of p have type int16 t and that line 15 is removed.

We have implemented this procedure and several variants that all use the
Longa-Naehrig reduction. The example in Figure 4 takes an input array in stan-
dard order and produces an output in bit-reversed order. Variants take input
in bit-reversed order and produce output in standard order. Other variants use
the Gentleman-Sande method instead of the Cooley-Tukey method, and some
combine NTT/INTT and multiplication by powers of ψ. All these examples are
available in our software repository hosted on GitHub [15].

A critical issue is showing that no numerical overflows occur in these pro-
cedures. One can try to estimate how large the coefficients grow by using in-
equalities such as (3), but this is tedious and error-prone and it is difficult to get
sufficiently precise bounds. Instead, we explore the use of static analysis tools.



3 Verification

To show that the NTT does not overflow, we first make assumptions on its
input. As shown in Figure 5, we use an approach common to software model
checkers: elements of array a are non-deterministic values (obtained by calling
external function int32 nd). These values are then constrained to be in the
range [0, 12289) by using an “assume” statement. All the tools that we have
tried support this approach.

1 #define Q 12289
2 extern int32_t int32_nd(void);
3 int main(void) {
4 int32_t nd_a [16];
5 int i;
6
7 for(i = 0; i < 16; i++) {
8 int32_t x = int32_nd ();
9 assume(x >= 0 && x < Q);

10 nd_a[i] = x;
11 }
12
13 // call NTT procedure using Longa -Naehrig reduction on nd_a
14 return 0;
15 }

Fig. 5. Test harness

We also need to annotate the NTT procedure with assertions to prove the
absence of integer overflows. Some verification tools do this automatically. Alter-
natively, we can add explicit assertions as shown in Figure 6. The bounds on z
in the assertion are calculated to ensure that red(z) fits in a signed 32bit integer.
In the general case, where q − 1 = k2m, these bounds are as follows:

−231+m + 2m(q − k) ≤ z ≤ 231+m + 2m − 1.

1 static int32_t mul_red(int32_t x, int32_t y) {
2 int64_t z;
3 z = (int64_t) x * y;
4 assert ( -8796042698752 <= z && z <= 8796093026303);
5 x = z & 4095;
6 y = z >> 12;
7 return 3 * x - y;
8 }

Fig. 6. Property



3.1 Out-Of-The-Box Verification Techniques

We have attempted to prove the assertion at line 4 of Figure 6 using state-of-
the-art software-verification techniques and tools:

– Bounded model-checking: CBMC [6],
– Symbolic execution: SAW/Crucible [17].
– Infinite-state model checking: CPAChecker [3] and SeaHorn [24] with IC3-

PDR [27].
– Abstract interpretation: SeaHorn with Abstract Interpretation.

With default backend solvers, CBMC and Crucible work on a scaled-down ver-
sion of the problem with n = 16, but they fail when n = 1024 (we stopped them
after more than 24 hours of computation). The infinite-state model checkers all
timeout without finding an adequate inductive invariant (these tools use a de-
fault timeout of 900 s). The SeaHorn abstract interpreter finishes within seconds
but cannot prove the property.

These results are not too surprising because the Longa-Naehrig reduction in-
volves a mixture of logical and arithmetic operations that is not easy for general-
purpose tools to reason about. Moreover, these computations are stored in an
array and involve complex indexing that makes things even harder. For this rea-
son, we do not believe that increasing the timeout would help the infinite-state
model checkers.

CBMC and Crucible use bit-precise reasoning, which is adequate for the
Longa-Naehrig reduction, but the SAT or SMT problems they generate become
very hard when we increase n to 1024. With CBMC, we have managed to verify
an NTT transform with n = 1024 but that takes several hours of computation. To
perform this proof, we used the CaDiCaL SAT solver2 instead of the default3. In
this verification, CBMC produces a problem with more than five million Boolean
variables and 25 million clauses. CaDiCal 1.2.1 can show that this problem is
unsatisfiable (and thus that our assertions have no counterexamples) in 9026 s.
CBMC needs 287 s to generate the SAT instance.

3.2 Proofs by Abstract Interpretation

A more scalable solution is to devise specialized techniques based on abstract
interpretation. Since we have to compute safe bounds on the value of array
elements, we choose the interval abstract domain [8] as the numerical domain.
However, the bitwise operations used by the Longa-Naehrig reduction cause
difficulties for this domain. We solve this problem by defining a custom transfer
function4 to model the effect of lines 10-12 in Figure 3.

2 http://fmv.jku.at/cadical/
3 By default, CBMC relies on MiniSAT 2.2.1, but CBMC can convert bounded model

checking problems to the DIMACS format used by all modern Boolean satisfiability
solvers.

4 An interval domain over machine arithmetic such as e.g., [33] can reason more pre-
cisely about bitwise operations. However, the advantage of having a specialized trans-
fer function is that it can be modeled in other verification tools.

http://fmv.jku.at/cadical/


Specialized Transfer Function The interval domain abstracts the set of pos-
sible values of a variable as an interval. The abstract values are either non-empty
intervals with finite or infinite bounds, or a special symbol ⊥ denoting error or
unreachable:

I = {[a, b] | a ∈ Z ∪ {−∞}, b ∈ Z ∪ {+∞}, a ≤ b} ∪ {⊥}

The greatest element is [−∞,+∞] and the least element is ⊥. The concretization
function γI is defined in the natural way: γI(⊥) = ∅ and γI([a, b]) = {x ∈ Z | a ≤
x ≤ b}. The ordering between intervals is defined as [a, b] vI [c, d] ⇔ (a ≥
c)∧ (b ≤ d). The least upper bound of two intervals is defined as [a, b]tI [c, d] =
[min(a, c),max(b, d)]. The transfer functions for addition (+I) and subtraction
(−I) are defined as [a, b]+I [c, d] = [a+ c, b+d] and [a, b]−I [c, d] = [a−d, b− c],
respectively.

The transfer function for the Longa-Naehrig reduction, red, is defined as
follows for finite intervals:

redI([a, b]) =
[
red(max(b&∼4095, a)), red(min(a | 4095, b))

]
(4)

The operators & and | are the usual bitwise and and bitwise or, and ∼ is bit-
wise negation. Generalizing to infinite bounds is straightforward. We denote the
interval domain extended with redI as Ired.

Lemma 1 (redI is sound). {red(x) | x ∈ γI([a, b])} ⊆ redI([a, b])

Proof: If we write x = 4096d + r where 0 ≤ r < 4096 (by Euclidean division),
then we have red(x) = 3r − d. If a ≤ x ≤ b, the smallest value of red(x) is
obtained by setting d as large as possible and r as small as possible. Let x0
denote the largest integer such that x0 ≤ b and x0 mod 4096 = 0, then x0 is
equal to b&∼4095. Either a ≤ x0, in which case the minimum of red in [a, b] is
reached at x0, or a > x0, in which case the minimum is reached at a. Similarly,
to find the maximum of red in [a, b] we must make d as small as possible and r
as large as possible. Let x1 = a | 4095 then x1 is the smallest integer such that
x1 ≥ a and x1 mod 4096 = 4095. The maximum of red is reached either at point
x1 if x1 ≤ b or at b otherwise.

Arrays and Loops Abstract interpretation tools (such as our SeaHorn ana-
lyzer [24]) use abstract domains to represent arrays and compute fixed points
for loops using techniques such as widening. By default, SeaHorn uses a simple
array domain A(D) [4] that models each memory region offset separately with a
synthetic variable in the underlying numerical domain D. The synthetic variables
are smashed into a single summary variable if an array write occurs at an index
that cannot be determined constant during analysis. Once an array is smashed,
all the array writes are modeled as weak updates.

Such an array domain is not precise enough for our problem. To understand
why, let us focus on ntt ct std2rev in Figure 2. The abstract array representing
a gets first “smashed” because it is accessed at non-constant indices. After one



loop iteration, all elements of a are then represented by a summary variable
asum. Lines 16-17 perform operations: a[s + d] = a[s] - x; a[s] = a[s] +

x;, which make asum both increase and decrease by x. Eventually, widening
must be applied, which loses the lower and upper bounds of asum (i.e., the final
abstraction is [−∞,+∞]).

More precise array abstractions [16,22,25,10] together with a more precise
widening strategy (e.g., widening with thresholds [28]) could potentially help. A
simpler approach is loop unrolling. Once we fix n, all the loops and arrays in our
NTT examples are statically bounded. Modulo scalability issues, this means that
all loops can be fully unrolled. After unrolling, the loss of precision due to the
array smashing abstraction and the widening operator disappear and, therefore,
A(Ired) can prove that the assertion holds.

SeaHorn Results We have modified SeaHorn to support the analysis method
just described. The SeaHorn Verification Framework extends the LLVM com-
piler infrastructure with verification techniques based on Software Model Check-
ing and Abstract Interpretation. The SeaHorn abstract interpreter is called
Crab [12]. Crab does not analyze directly LLVM bitcode but instead, it an-
alyzes a control-flow graph (CFG) language5 from which equation systems are
extracted. These equations are solved using a chaotic iteration strategy [2] based
on Bourdoncle’s weak topological ordering. Crab implements general-purpose nu-
merical domains such as intervals [8], congruences [23], zones [30], octagons [31],
and polyhedra [11]. Crab also implements combination methods such as direct
and reduced products [9].

We have added the transfer function for red to Crab’s interval domain and
we leverage LLVM to fully unroll all the loops. On the resulting loop-free code,
Crab with domain A(Ired) can prove that all the assertions hold. Once loops are
unrolled, we can also employ an existing LLVM-optimization known as Scalar
Replacement of Aggregates (SROA) to further improve scalability. In our exam-
ples, SROA combined with loop-unrolling and function inlining results in LLVM
code where every array element a[i] is treated as a single scalar variable. After
this optimization, all reasoning is performed in the interval domain Ired and
there is no abstract array domain anymore.

Experimental results are shown in Tables 1 and 2. Table 1 shows verification
time when LLVM optimizations are not used. Table 2 shows results after aggres-
sive LLVM optimizations including SROA. All experiments were carried out on a
2.6GHz 6-Core Intel Core i7 MacOS laptop with 32GB of memory. The examples
in the table are variant implementations of the forward and inverse NTT using
both the Cooley-Tukey and the Gentleman-Sande variants. In most tests, we
used a fixed value for ψ and ω (i.e., ψ = 1014 and ω = 8209). In such cases, the
array p contains explicit constants. In examples ntt red1024c and ntt red1024d,
we treat array p symbolically. We initialize it with non-deterministic values in
the range [−6144, 6144] (i.e., [−q/2,+q/2]). The results show then that our NTT

5 Translation from LLVM bitcode to Crab CFG is implemented by a SeaHorn com-
ponent called Clam [5].



Program Description Num Checks Time (sec)

intt red1024 inv CT/std2rev, ψ = 1014 2026 900

intt red1024b inv CT/rev2std, ψ = 1014 2026 972

ntt red1024 CT/std2rev, ψ = 1014 2026 923

ntt red1024b CT/rev2std, ψ = 1014 2026 836

ntt red1024c CT/std2rev 1974 1151

ntt red1024d CT/rev2std 1974 1258

ntt red1024e GS/std2rev, ψ = 1014 8194 8265

ntt red1024f GS/rev2std, ψ = 1014 8194 8115

Table 1. SeaHorn with Crab with A(Ired) on NTT procedures. All programs are safe
(no integer overflow is possible). CT means Cooley-Tukey. GS means Gentleman-Sande.

Program Description Num Checks Time (sec)

intt red1024 inv CT/std2rev, ψ = 1014 8188 9

intt red1024b inv CT/rev2std, ψ = 1014 8188 9

ntt red1024 CT/std2rev, ψ = 1014 8188 9

ntt red1024b CT/rev2std, ψ = 1014 8188 9

ntt red1024c CT/std2rev 8194 9

ntt red1024d CT/rev2std 8194 11

ntt red1024e GS/std2rev, ψ = 1014 8188 10

ntt red1024f GS/rev2std, ψ = 1014 8188 10

Table 2. SeaHorn with Crab with Ired on NTT procedures aggressively optimized
through inlining followed by LLVM Scalar Replacement of Aggregates (SROA). All
programs are safe (no integer overflow is possible). CT means Cooley-Tukey. GS means
Gentleman-Sande.



procedures do not suffer integer overflows as long as all elements of p are in this
range, which implies no overflow for any choice of ω.

Without LLVM optimizations, SeaHorn can prove all properties with run-
times of the order of tens of minutes to a few hours. The LLVM optimization
pass has a dramatic impact on performance, reducing the runtime to seconds.
For comparison, we managed to prove the first example in both tables with
CBMC and CaDiCaL but the verification took more than two and a half hours
of CPU time.

Verification by Source-Code Transformation We now examine an alterna-
tive approach that does not build on a specialized tool such as SeaHorn. Instead,
we can perform abstract interpretation by transforming the source code to oper-
ate in the abstract domain. This idea is illustrated in Figure 7. The figure shows
an NTT procedure converted to work in the abstract domain (i.e., intervals)
rather than in the concrete domain (i.e., 32bit integers).

We implement the interval domain as sketched in the figure, namely, we repre-
sent an interval by a pair of 64bit signed integers. The 64bit bounds are sufficient
for our application but more general representations could be considered (e.g.,
infinite bounds or arbitrary-precision integers). We implement the usual transfer
functions for arithmetic operators such as, the functions add and sub used in
Figure 7. We also add specialized transfer function to handle the Longa-Naehrig
reduction. For example, function red scale in the figure is the transfer for the
operation mul red(x, y) of Figure 3 in the case where one argument is a con-
stant and the other is an interval. In other words, red scale(w, a) computes
an interval [l, h] such that ∀x : la ≤ x ≤ ha ⇒ l ≤ red(wx) ≤ h, where w is a
scalar constant and a is the interval [la, ha].

As shown in Figure 7, input to the abstract NTT function is now in the
abstract domain and consists of an array a of n intervals. We also instrument the
abstract function with code to print the abstract interpretation results at every
main iteration and to check that all the intervals are included in [−231, 231 − 1]
(which implies that all intermediate results fit in signed 32bit integers). To show
that no integer overflow is possible, we just execute the abstract procedure on a
suitable array of input intervals such as follows:

1 interval_t *a[1024];
2 for (int i=0; i <1024; i++) {
3 a[i] = interval(0, Q-1);
4 }
5 abstract_ntt_red_ct_std2rev(a, 1024, ntt_red1024_omega_powers_rev);

This method is not fully general but it works in our context because all
computations are bounded. We replace the concrete array a of 32bit integers by
an array of intervals. All other variables in the procedure (i.e., loop counters,
array indices, and bounds) remain concrete. Executing the abstract program
computes safe bounds on the value of the concrete array element a[i]. We check
that these bounds on a[i] are compatible with our concrete implementation
using 32bit arithmetic.



Although the source-code transformation could be automated, we currently
rewrite the code by hand. The interval domain and transfer functions are im-
plemented as a separate library. This analysis method is simple (it requires only
a C compiler) and it is very efficient and scalable. Table 3 shows verification
runtimes for the same examples as before. All runtimes are now less than 1 s.

1 // abstract domain
2 typedef struct interval_s {
3 int64_t min;
4 int64_t max;
5 } interval_t;
6
7 // basic operations
8 extern interval_t *add(const interval_t *a, const interval_t *b);
9 extern interval_t *sub(const interval_t *a, const interval_t *b);

10
11 // Reduction:
12 // red_scale(w, a) returns an interval [l, h]
13 // such that l <= red(w * x) <= h for any x in a
14 extern interval_t *red_scale(int64_t w, const interval_t *a);
15
16 // abstract version of ntt_red_ct_std2rev
17 void abstract_ntt_red_ct_std2rev(interval_t **a, uint32_t n,
18 const int16_t *p) {
19 uint32_t j, s, t, u, d;
20 interval_t *x, *y, *z;
21 int64_t w;
22
23 d = n;
24 for (t = 1; t < n; t <<= 1) {
25 show_intervals("ct_std2rev", t, a, n);
26
27 d >>= 1;
28 u = 0;
29 for (j = 0; j < t; j++) {
30 w = p[t + j]; // w_t^bitrev(j) extended to 64 bits
31 u += 2 * d;
32 for (s = u; s < u + d; s++) {
33 x = a[s + d];
34 y = a[s];
35 z = red_scale(w, x);
36 a[s + d] = sub(y, z);
37 a[s] = add(y, z);
38 }
39 }
40 }
41
42 show_intervals("ct_std2rev", t, a, n);
43 }

Fig. 7. Abstract NTT procedure. Array a is an array of intervals. Functions red scale,
add, and sub operate on intervals. Function show intervals prints intermediate results
and checks for overflows.



Program Description Time (sec)

intt red1024 inv CT/std2rev, ψ = 1014 0.02

intt red1024b inv CT/rev2std, ψ = 1014 0.02

ntt red1024 CT/std2rev, ψ = 1014 0.02

ntt red1024b CT/rev2std, ψ = 1014 0.02

ntt red1024c CT/std2rev 0.56

ntt red1024d CT/rev2std 0.58

ntt red1024e GS/std2rev, ψ = 1014 0.21

ntt red1024f GS/rev2std, ψ = 1014 0.19

Table 3. Verification Using Source-Code Transformation

4 Discussion and Future Work

The approach we use to prove the absence of overflows in NTT procedures is
based on loop unrolling and abstract interpretation. By taking advantage of the
special structure of the forward and inverse NTT transform, we have developed
two scalable verification methods. One is implemented in the SeaHorn analyzer
and makes aggressive use of existing LLVM optimization. The other approach
rewrites the source code to operate in the abstract domain and requires only a C
compiler. These techniques rely on a key property, namely, all NTT computations
are bounded once we fix the parameter n. A second major ingredient is the
definition of special transfer functions to handle the Longa-Naehrig reduction in
the interval domain.

Our most general results (examples ntt red1024c and ntt ref1024d) are that
the Longa-Naehrig procedures we analyze are safe for n = 1024 as long as the
constants in array p are all within the interval [−(q−1)/2, (q−1)/2]. This result
no longer holds for n = 2048. However, these bounds on p[i] are not precise. The
actual value of p[i] depends on i and the parameters ψ and n, and all elements
of p are powers of ω = ψ2 mod q. For a fixed n there are n possible choices
for parameter ψ. We can then exhaustively enumerate all possible values for ψ,
construct the corresponding constant table p, and verify the NTT procedures
for this p. Our abstract-interpretation approach is fast enough to enable this
exhaustive analysis. With this method, we can show that the NTT procedures
based on the Longa-Naehrig reduction are safe (for 32bit arithmetic) not just
for n = 1024 but also for n = 2048.

We can also show that no arithmetic overflow occurs under weaker assump-
tions than discussed in this paper. In particular, we can relax the assumption
that input elements in array a are between 0 and q − 1. For n = 1024, the
procedures remain safe for input in larger intervals.

In our verification, we have mostly considered fully automated verification
tools. In principle, other tools—such as, Frama-C [13]—that support analysis of
C code by deductive methods could also be used. However, the main issue with
using such tools in our applications is finding program annotations to show that
the procedures are correct. This amounts to finding appropriate inductive loop



invariants for the NTT procedures. We do not know automated methods for
finding such invariants other than the interval abstraction we propose. Alterna-
tives may include hand calculation using inequalities such as 3, but it is difficult
to derive precise enough bounds by hand. It is also unclear whether the default
SMT solvers used by Frama-C can handle the bit-shift and bit-mask operations
involved in the Longa-Naehrig reduction.

All our analysis so far has focused on soundness, namely, the absence of in-
teger overflow. We are also interested in automated methods to prove functional
correctness of different NTT implementations. An avenue we would like to ex-
plore is showing that the NTT procedure is linear, which we hope can be done
with automated tools. If we can prove that, then it will be enough to test the
NTT on a finite set of input vectors (i.e., a basis of Zq[X]/(Xn + 1)) to prove
that it is correct everywhere.

The NTT procedures that we discussed, and the verification examples and
tools are available in an open-source software repository hosted on GitHub [15].
Our verification work was motivated by our implementation of Bliss, which is
also available there [14]. SeaHorn, Crab, and Clam are also open-source and also
hosted on GitHub [37,12,5].

5 Conclusion

We have presented an experiment in verifying that an optimized implementation
of the Number Theoretic Transform (NTT) is free of integer overflows. Although
this implementation consists of few lines of code, it is very challenging for current
software verification technology due to a mix of array manipulation and bitwise
operations.

We have shown that combining static loop unrolling with a specialized ab-
stract interpretation method solves the problem. The technical foundations of
our work are not novel since the techniques used here are well-known. We believe
that verification of NTT algorithms is a good domain to demonstrate the useful-
ness of verification tools. We look forward to better abstractions and algorithms
to verify this kind of algorithms in a more efficient way.
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